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Abstract— Entities in the enterprise are deployed with a standard configuration. Over time, patches, updates, new software versions, and mistakes or malicious activity all lead to deviations across the enterprise from this standard baseline. Malicious or unknown software on a system can cause harm or unexpected behavior.

To mitigate these problems where possible, and help fix them in other cases, an enterprise plan for quality of protection is needed. This involves eliminating certain actions on machines that could harm the machine itself or the enterprise. The level of protection is dependent upon the type of enclave (an enclave is defined as a collection of entities with a common set of security and assurance mechanisms in place). Certain mitigations will be exercised based upon the cyber environment and enclave, and they may be exercised in different ways when communication is needed across enclaves of differing security and assurance. Mitigations include virus scanners and disabling of devices or interfaces. These mitigations also involve identifying and fixing issues that were not stopped. This requires a central visualization of the enterprise to quickly identify potential issues and a method of remotely taking action to either fix the affected system or freeze it until further action can be taken.

This paper discusses the current approach to centralized monitoring of communication as opposed to a more distributed approach. The latter relies on a well-formed security paradigm for the enterprise.

Index Terms — Appliance, Traffic Inspection, Protection, IT Security, Encryption, Key Management

I. INTRODUCTION

Enterprise protection is based upon the device, the environment, and the enclave type. An enclave is a collection of entities and assurance mechanisms that uniformly employ the same security. Protection includes on-device software, in-line monitoring of communications and the particular security model that provides confidentiality, integrity, and availability. Many times this security model is compromised in trying to provide basic levels of protection. These compromises may include policy-based instructions to configure intrusion detection devices that provide the capability for selecting which attacks are being monitored. These policy selections can provide capabilities to select what responses will be taken for each detected intrusion.

II. CURRENT PROTECTION APPROACHES

Elements involved in implementing Quality of Protection are numerous and complicated. A wide range of appliances are used to provide functionality ranging from quality of service to the user or quality of protection of network resources and servers. These appliances are often placed in-line and some require access to content to provide their service. Figure 1 illustrates how these appliances are installed between the user and the application.

The number of appliances can be quite high [1-22]. Below is a partial list of functional types:

- **Header-based scanner/logger:**
  - Views only unencrypted portion of traffic
  - Synchronous or asynchronous operation
  - Scans for suspicious behavior, logs traffic

- **Content-based scanner/logger:**
  - Views decrypted content
  - Synchronous or asynchronous operation
  - Scans for suspicious behavior, logs traffic and/or content

- **Header-based firewall:**
  - Views only unencrypted portion of traffic
  - Synchronous operation
  - Scans for suspicious behavior, logs traffic and/or content

- **Content-based firewall – block only:**
  - Views decrypted content
  - Synchronous operation
  - Scans for suspicious behavior and blocks (terminates) connection

- **Content-based firewall – modifies malicious content:**
  - Views decrypted content
  - Synchronous operation
  - Scans for suspicious content, and blocks connection or removes suspicious content while preserving the connection
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Fig. 2 Current Paradigm for Unencrypted Traffic

- Web accelerator:
  - Views decrypted content
  - Synchronous operation
  - Modifies content for performance
- WAN accelerator:
  - Views decrypted content
  - Multi-party system
  - Synchronous operation
  - Modifies content representation between parties, but no end-to-end modification
- Load Balancers:
  - Distributes load among destination end points to improve throughput and reduce latency.
  - May decrypt content:
    ✓ May combine encrypted flows through an “encryption accelerator”
    ✓ May distribute content by request to different servers based on load
    ✓ These load balancers are considered active entities.
  - May not decrypt content:
    ✓ Using “sticky” or end point balances may route all requests from an entity to the same server.
    ✓ These load balancers are considered passive entities.

Each of the appliances above offers some functionality and increases the threat exposure. None of these are bullet-proof from a security standpoint and they do increase the threat surface and the vulnerability space. Use of any appliance must be balanced by the increased functionality and the increased vulnerability. The situation is further complicated by vendor offerings of load balancers with firewall capability, “smart” accelerators that scan content, and software only offerings that provide most of these functionalities in a modular fashion.

A. Current - Unencrypted Traffic

To understand the current paradigm, a review of what is done through a portal for unencrypted traffic is provided. HTTP traffic is unencrypted from browser to portal, and unencrypted from portal to web applications providing content.

1. Examples:
   a. www.amazon.com
   b. www.va.gov
   c. www.af.mil

2. Man-in-the-middle (MITM) model for appliances (e.g., firewalls, deep packet inspection, accelerators) that perform analysis of headers and content (IP, TCP, HTTP, HTML, XML, JavaScript, etc.)

3. Portal is the endpoint for browser requests. The process is shown in figure 2.

Note that while the traffic is unencrypted, the requester may or may not be authenticated using a smart card with public key infrastructure credentials. The traffic is pulled in-line through a number of appliances to protect ports, and inspect content. We have included a web accelerator in this figure, because they have a number of characteristics in common with these other appliances. Other appliances, including load balancers and WAN accelerators may also be included in this stack. Load balancers and some firewalls may be treated a passive entities in this treatment. WAN Accelerators are not covered in this paper.

B. Current - Encrypted Traffic

When traffic is encrypted, the same basic approach is adapted to handling traffic inspection. HTTPS traffic is successively decrypted and re-encrypted when needed. End-to-end HTTPS traffic is encrypted using Transport Layer Security (TLS) from browser to portal and using separate TLS sessions from portal to web applications.

2. MITM model for appliances
3. Some can function without decryption (e.g., firewall)
4. Some require decryption, using portal private key (e.g., deep packet inspection, accelerator)
5. Portal is the endpoint for browser requests. The process is shown in figure 3.
In order to be able to decrypt the packages, the private key and initialization vectors (IVs) from the portal are provided to the in-line appliances. As such, they see the handshake and exchange and have access to the keying material sufficient to compute session and Message Authentication Code (MAC). A MAC is a cryptographic checksum on data that uses a session key to detect both accidental and intentional modifications of the data (for integrity). While sharing of private keys is an easy way to provide the appliance’s visibility to the content, it is a singularly bad idea from a security standpoint. Loss of a private key will compromise identity and all sessions and will allow an adversary to impersonate the entity. Further, in high assurance systems, the private keys are locked in a Hardware Storage Module (HSM) and are not shareable. Loss of a session key will entail loss of session confidentiality only. The situation is a bit more complicated in that some of the devices need to see content and some do not. For example, the following data is available for all encrypted packets in the header without decryption:

1. IP Header:
   a. Time to live
   b. Source IP
   c. Destination IP
   d. IP version and flags
2. TCP Header:
   a. Source port
   b. Destination port
   c. Sequence number
   d. Acknowledgment number
   e. Windows size
   f. TCP flags
3. TLS Handshakes and Header:
   a. Version, cipher suite, compression algorithm, extensions
   b. Server certificate and partial chain to root CA
   c. Client certificate and partial chain to root CA
   d. Session IDs, client and server random values
   e. Alerts (full content) sent prior to encryption
   f. Message types and lengths
   g. Renegotiations

h. Trusted CA list at server
i. Client supported cipher suites list and preference
j. Client supported compression algorithms

4. Firewall Capabilities not requiring Decryption:
   a. Blacklist/Whitelist based on IP/port numbers
   b. Block unacceptable TLS versions, cipher suites
   c. Block insecure TLS renegotiations
   d. Block compromised or unknown CAs

III. AN ALTERNATIVE TO PRIVATE KEY PASSING

For most interactions using Enterprise Level Security approaches, traffic does not need to be inspected. The firewall functionality will still be available using the headers that are not encrypted. However it is recognized that certain circumstances, including cyber-attack indications and/or insider suspicions, and others may require content inspection. For these conditions we recommend an alternative to the sharing of private keys as follows:

HTTP traffic is encrypted using TLS from browser to web application; gateway router at enclave boundary provides access to all internal IP addresses

1. Web app shares only the TLS session keys that are needed for each appliance to function.
   a. Firewall: no keys needed, uses headers.
   b. Deep Packet Inspection: encryption key only, no modification needed.
   c. Accelerator: encryption key and MAC secret, to inspect and modify content.
2. No shared private keys – each active entity has its own unique public/private key pair.
3. Web application is endpoint for browser requests.

Figure 4 shows the alternative recommendation. The figure illustrates the importance of key management. The user session (gray locks and keys) have a life equal to the user session. The web server to appliance keys (blue and brown locks and keys) have a fairly long life to accommodate passing of multiple session keys. The public and private keys have a life specified by the certificate.
IV. A DISTRIBUTED PROTECTION SYSTEM IN A HIGH ASSURANCE MODEL

The protection system has the capability to monitor, filter, and shut down traffic to given ports. It scans for malicious code. It examines incoming and outgoing traffic for anomalies or known exploits. The protection system checks ports and protocols and can perform other functionality.

The protection system acts in the security context of the endpoint for both requester and provider and examines not only the encrypted traffic but also the unencrypted TLS traffic for malicious behavior or code. This requires access to the unencrypted traffic as well as the encrypted traffic. Not all of the checks are provided by the protection system. Figure 5 walks through checks in a high assurance enclave provided by the protection system, the server handlers, the service handlers and the service itself, minimizing the need for in-line appliances.
A. Appliance Functionality In-Line

For enclaves that are characterized by full bi-lateral based authentication, private keys should be required to be under the control of hardware storage modules, and the end-to-end paradigm cannot be broken by a passive entity. In-line appliances may be configured as active entities but this is not recommended. The in-line system can only observe headers, apply white and black lists and pass through encrypted content without inspection unless it is provided assistance from the service as shown in figure 6. This assistance is in the form of passing the session keys where appropriate.

The in-line device may decrypt and inspect incoming traffic. It should either deny the communication (with appropriate logging of information and/or security alerts as appropriate) or pass the communication (unmodified) on to the server. The device may also scan outgoing traffic.

B. Appliance Functionality as a Service

The appliance system may be used as a service by the application and as such follows full bi-lateral authentication and the TLS security paradigm as shown in figure 7.

In order to prevent attackers from gaining access to networks, each device must monitor DHCP requests and report to the central monitor all such requests. This provides listeners throughout the network that allow the central monitor to quickly identify the requesting entity, determine whether it is a known and trusted device or a rogue entity, and take action accordingly.

Any system that is found on the network, through DHCP or other traffic, must identify itself to the protection system before any services are provided to it. This identification is through protection system communications, through which each device authenticates to the central authority and also authenticates the central authority. All such traffic uses end-to-end security, and all devices and their protection systems are registered with enterprise. Unknown entities are not given services and are marked as rogue, which enables local devices to ignore their traffic.
We have reviewed the basic approaches to communication protection in computing environments. We have also described high assurance architectures and protection elements they provide. In many instances the high assurance elements provide equivalent protection. In cases where additional protective measures are needed, we have provided two mechanisms for their incorporation. Neither of these mechanisms requires distribution of a private key which is often done with today’s appliances. The distribution of private keys is a fundamental violation of a high assurance model. What remains is the need for high reliability and secure code for passing of private keys, or the establishment of service interfaces on the appliances. This work is part of a body of work for high assurance enterprise computing using web services. Elements of this work are described in [23-36].
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Entities in the enterprise are deployed with a standard configuration. Over time patches, updates, new software versions, and mistakes or malicious activity all lead to deviations across the enterprise from this standard baseline. Malicious or unknown software on a system can cause harm or unexpected behavior.

To mitigate these problems where possible, and help to fix them in other cases, an enterprise plan for quality of protection is needed. This involves stopping certain actions on machines from happening that could harm the machine itself or the enterprise. The level of protection is dependent upon the type of enclave (an enclave is defined as a collection of entities with a common set of security and assurance mechanisms in place). There will be certain mitigations exercised based upon the cyber environment and enclave and may be exercised in different ways when communication is needed across enclaves of differing security and assurance. Mitigations include virus scanners and disabling of devices or interfaces. These mitigations also involve identifying and fixing issues that were not stopped. This requires a central visualization of the enterprise to quickly identify potential issues and a method of remotely taking action to either fix the affected system or freeze it until further action can be taken.

This paper discusses the current approach to centralized monitoring of communication as opposed to a more distributed approach. The latter relies on a well formed security paradigm for the enterprise.
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