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Executive Summary 

Introduction 
In this paper I argue that it is not useful to speak of trust in artificial intelligence (AI) 

or AI-enabled autonomous systems (AIAS) as if “trust” were a single thing. I argue further 
that it is simply wrong to believe that any important kind of trust can be “built in” to AIAS 
through system design choices and testing. Each of the important kinds of trust associated 
with AIAS—and there are several—will require additional deliberate action beyond design 
and testing, and this is why trust cannot be built in to a system. We need to clean up both 
our language and our thinking about trust in AIAS in order to focus better on the core 
challenges to successful employment of such systems. 

For purposes of argument, I define a system to be trustworthy to the extent that: 

1. When employed correctly, it will dependably do well what it is intended to do.

2. When employed correctly, it will dependably not do undesirable things.

3. When paired with the humans it is intended to work with, it will dependably be
employed correctly.

That last criterion is important, because it is quite possible to design and build AIAS that 
could function as intended, but that humans cannot interact with in the necessary ways. 
Considering all three criteria, the authorities who regulate the use of an AIAS must know 
when it is trustworthy, with sufficient justified confidence that they are willing to permit 
its use. At present, we face a choice between fielding AIAS of unknown trustworthiness or 
being bounded in what we can do by the limitations of our ability to provide evidence for 
trustworthiness that is both valid and compelling. 

Findings 
A system is assured when the relevant authorities have sufficient justified confidence 

in the trustworthiness of the system to authorize its employment in specified contexts. 
There are three key features here: 

• Whose trust is needed (i.e., a regulating authority).

• The level of confidence required (given potential risks and benefits).

• The (context-dependent) level of confidence justified by the available evidence.
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An assurance case is a collection of explicit arguments that a system is sufficiently 
trustworthy for its intended use. Assurance cases are routine in the safety and cybersecurity 
communities and have increasingly been generalized to apply to other aspects of system 
trustworthiness as well. Leading international standards organizations have adopted 
assurance cases as the preferred approach to establishing the trustworthiness of engineered 
systems and software. 

To establish trustworthiness, an assurance case must provide explicit evidence-based 
arguments supporting the three facets of trustworthiness: that the system is sufficiently 
likely to do the things it is supposed to do and to avoid doing undesired things, given how 
it is designed to interact with humans. The complexity of the arguments will depend on the 
complexity of the system, the richness of the human-machine teaming concept, and the 
range of desired and unacceptable behaviors to be addressed. Furthermore, just as different 
decisions call for different supporting assurance cases, the nature of the evidence and 
argument will also be different depending on whose trust matters. Indiscriminate use of the 
word “trust” can obscure these distinctions. The assurance case model lets us replace fuzzy 
intuitions about trust with concrete testable requirements. Rather than saying that we need 
explanations and transparency and trust, we can say “For these stakeholders, we need 
evidence to support this argument in support of that assurance claim at this level of 
confidence” for a finite list of specific stakeholders and claims. 

Viewed from that perspective, the purpose of test, evaluation, verification, and 
validation (TEV&V) becomes clear: it is the activity that produces the evidence that 
completes the needed assurance arguments. Some of this evidence will be familiar, such as 
verification of compliance with design specifications, reliability testing, or human factors 
evaluations. Other evidence may require novel tools and techniques. This is where 
“transparency” fits in: ancillary outputs or explanatory models that make the machine 
behavior more understandable to humans are useful precisely when the explanations they 
produce improve appropriate reliance by humans or increase stakeholder confidence in 
assurance claims. Fortunately, software tools already exist to support formal assurance case 
development and management, including tools designed specifically for AIAS 
applications. 

Conclusions 
Developers of AIAS are now on the verge of having real systems in the development 

pipeline whose potential employment is limited not by their trustworthiness, but by our 
ability to understand and characterize that trustworthiness. It is time to stop talking about 
“building in trust” and to instead start using the analytical methods, tools, standards, and 
processes that already exist to provide structure and rigor to the TEV&V process. Assured 
trustworthy AIAS are not beyond our abilities, once we are clear on precisely what that 
means. 
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1. Loose Talk About Trust

Many words have been written about the importance of trust in artificial intelligence 
(AI) and autonomous systems. The “National Artificial Intelligence Research and 
Development Strategic Plan” (National Science and Technology Council 2016) asserts “the 
need for explainable and transparent systems that are trusted by their users, perform in a 
manner that is acceptable to the users, and can be guaranteed to act as the user intended,” 
and adds that “[f]urther progress in research is needed to address this challenge of creating 
AI systems that are reliable, dependable, and trustworthy.” The Office of Management and 
the Budget (2020) asserts that the “importance of developing and deploying AI requires a 
regulatory approach that fosters innovation and growth and engenders trust, while 
protecting core American values” and adds that “the continued adoption and acceptance of 
AI will depend significantly on public trust and validation.” Other writers (Hancock, 
Billings, and Schaefer 2011) emphasize that society will not realize the benefits of AI-
enabled autonomous systems (AIAS) if their operators do not trust them enough to rely on 
them. “No trust, no use” (Schaefer et al. 2016). Still others note that trust in AIAS is 
sometimes misplaced, and that our trust in our machines should be calibrated and 
appropriate, not blind (Metcalfe 2017). 

Some commenters go so far as to say that trust must be “built in” when developing 
and fielding AIAS. Colin Parris, Chief Technology Officer at GE Digital, writes “At GE, 
we appreciate the tremendous potential and improvements intelligent, autonomous systems 
can bring to industrial productivity. But none of it matters unless you have built-in trust” 
(Parris 2019). The President and CEO of Booz Allen Hamilton writes (Rozanski 2019), 
“Now is the time for experts…to agree on a national strategy for AI that will advance its 
adoption by building in trust that it is safe, effective, ethical, accountable and transparent.” 
In their recent survey paper on trust in AIAS, authors at the Center for Security and 
Emerging Technology summarized this need (Konaev, Huang, and Chahal 2021): 

The transparency of the system, the capacity of the system to explain its 
decisions, the quality of communications between human and machine, and 
the reliability of the system in the present and future are all critical factors 
for calibrating trust and enabling effective human-machine teaming. 
Research and innovation has therefore focused on ways to “build in” trust 
into autonomous and AI-enabled systems through features and functions 
that make these systems more transparent, explainable, auditable, reliable, 
robust, and responsive. 
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In this paper I argue that it is not useful to speak of trust in AIAS as if it were a single 
thing and that it is simply wrong to believe that any important kind of trust can be “built 
in” as a function of system design choices and testing. Each of the important kinds of trust 
associated with AIAS—and there are several—will require additional deliberate action 
beyond design and testing, and this is why “trust” cannot be “built in” to a system. We 
need to clean up both our language and our thinking about trust in AIAS to focus better on 
the core challenges to successful employment of such systems.  
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2. What is Trustworthiness?

Everyone agrees that AI-enabled and autonomous systems should be “trustworthy,” 
though not everyone phrases the requirement in that way. Some writers speak of systems 
being “dependable” or “reliable” or “robust” or “safe and effective”—each of which has a 
slightly different flavor, with different connotations. Within the Department of Defense, 
the Director of Operational Test and Evaluation is charged with assessing systems for 
“effectiveness and suitability.” How do these other formulations relate to trustworthiness? 

For purposes of this discussion, I propose the following functional definition: a 
system is trustworthy to the extent that 

1. When employed correctly, it will dependably do well what it is intended to do.

2. When employed correctly, it will dependably not do undesirable things.

3. When paired with the humans it is intended to work with, it will dependably be
employed correctly.

That last criterion is important, because it is possible to design and build AIAS that 
could function as intended, but that humans cannot interact with in the necessary ways. For 
example, a self-driving car that sometimes requires a human operator to suddenly take 
decisive action after hours of boredom cannot be trustworthy: “It’s this whole issue of 
human beings [being] very, very bad at monitoring a task if they’re only asked to monitor 
without being engaged” (Bigelow 2018).  

Similarly, there have been case studies of AI systems for interpreting medical imagery 
that improved the performance of human physicians at identifying cancers in controlled 
experiments—but that resulted in higher costs with no improvement in detection rates. 
When those AI systems were used in clinical practice, the overall patient outcomes were 
worse in some cases (Lehman et al. 2015). This unexpected failure has been attributed to 
the laboratory effect, in which people behave differently when they know they are part of 
a laboratory experiment than they do in their everyday lives (Gur et al. 2008). 

Note that, in many cases, how well the human-machine team performs its intended 
functions depends directly on the nature and extent of the human’s propensity to rely on 
the AIAS in various circumstances—that is, “operator trust.” This subjective, personal 
notion of “trust” comes closest to the ordinary language sense of the word. At the simplest 
level, the AIAS can’t be useful if the humans ignore it or turn it off. At a more nuanced 
level, team performance suffers when the humans have poorly calibrated notions of the 
tasks and roles for which the machine is trustworthy. The more complex the teaming 
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interactions become, the more opportunity there is for this kind of miscalibration (Metcalfe 
et al. 2017). Furthermore, this subjective trust relationship between human and AIAS is 
dynamic, changing over time in response to observed behavior, increased familiarity, and 
learning by doing. It can also be influenced by factors external to the teaming relationship 
(Schaefer et al. 2021). This poses significant challenges for the design of human-machine 
teaming operational concepts. Since the machine side of these human-machine interaction 
concepts must be implemented in the AIAS hardware and software, these are design-time 
challenges that cannot in general be solved by post-deployment tweaks to training or user 
interfaces. While designers should certainly try to anticipate how their hardware and 
software choices will affect human-machine teaming, this will not in general be sufficient 
to ensure appropriate trust by all stakeholders. 

Finally, in practice it is not sufficient for a system to be trustworthy and likely to be 
trusted by end users. The authorities who regulate the use of the system must also know 
when it is trustworthy, with sufficient justified confidence that they are willing to permit 
its use. In the ongoing conversation about trust in AIAS, this vital step is often overlooked. 
In the early days of civil engineering, it was often easier to build a bridge than it was to 
know how much weight that bridge could support. In these early days of machine learning, 
it is often easier to build an AIAS than to know how trustworthy it is (and under what 
specific circumstances). For the foreseeable future, we face a choice between fielding 
AIAS of unknown trustworthiness and being bounded in what we can do by the limitations 
of our ability to provide evidence for trustworthiness that is both valid and compelling. 
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3. Trustworthy vs. Trusted vs. Assured 

A. Assurance: Justified Objective Trust 
It is possible to introduce terminology that resolves some of the confusion alluded to 

above. Say that a system is assured when the relevant authorities have sufficient justified 
confidence in the trustworthiness of the system to authorize its employment in specified 
contexts. The level of assurance is determined by three key features: 

• Whose trust is needed (i.e., a regulating authority). 

• The level of confidence required (given potential risks and benefits). 

• The (context-dependent) level of confidence justified by the available evidence. 

An assurance case is a collection of explicit arguments that a system is sufficiently 
trustworthy for its intended use. Assurance cases, which are routine in the safety and 
cybersecurity communities, have increasingly been generalized to apply to other aspects of 
system trustworthiness as well. Several international standards organizations, including the 
International Organization for Standardization (ISO) and the Institute of Electrical and 
Electronics Engineers (IEEE), have adopted assurance cases as the preferred approach to 
establishing the trustworthiness of engineered systems and software (ISO/IEC 2011). 

To establish trustworthiness, an assurance case must therefore at a minimum provide 
explicit evidence-based arguments supporting our three facets of trustworthiness: that the 
system is sufficiently likely to do the things it is supposed to do and to avoid doing 
undesired things, given how it is designed to interact with humans. How much likelihood 
is “sufficient” will depend on the nature and magnitude of the potential benefits and risks 
of employing the system, as perceived by the regulating authorities (and perhaps by the 
public). The complexity of the arguments will depend on the complexity of the system, the 
richness of the human-machine teaming concept, and the range of desired and unacceptable 
behaviors to be addressed. 

Successful fielding of an AIAS involves a succession of decision points. There is an 
implied assurance case to be made at each decision point, supporting a conclusion of “we’re 
ready to go to the next step.” The structure of the required arguments and the nature of the 
supporting evidence will necessarily be different for (say) awarding safety releases on the 
test range vs. awarding safety certification for a fielded system. 
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B. Different Assurance Arguments for Different Audiences 
Just as different decisions call for different supporting assurance cases, the nature of 

the evidence and argument will also be different, depending on whose trust matters. The 
vendor needs assurance that the system will be profitable and that liability risk is 
acceptable, given the potential rewards. Buyers want to know that the product will be worth 
the price, as well as being safe. Regulators need assurance that the system conforms to 
applicable laws, regulations, and standards. And the public wants to be reassured that the 
product will not lead to adverse social outcomes for non-buyers.  

Use of the word “trust” can obscure these distinctions, as in statements like this one 
(Flournoy, Haines, and Chefitz 2020): 

The Pentagon cannot let TEVV become a barrier to fielding AI-enabled 
systems in an operationally relevant time frame, but must do so in a manner 
that engenders trust in such systems and is consistent with U.S. values and 
principles. The ultimate goal of any TEVV system should be to build trust—
with a commander who is responsible for deploying a system and an 
operator who will decide whether to delegate a task to such system—by 
providing relevant, easily understandable data to inform decision-making. 

When these authors say “build trust” here, they are actually talking about two very 
different needs. The commander (and the acquisition executive) require assurance, as 
defined above. For the operator, the Pentagon’s goal is appropriate reliance on the system, 
which depends not only on TEV&V but also on interface design, training, and 
familiarization. For the Congress, the Pentagon’s goal is to justify the required funding. 
For the public, the goal is belief that the system furthers national security goals within 
acceptable ethical and stewardship limits. As we will see below, simply providing data to 
inform decision-making does not automatically result in appropriate trust. 

As an example of the diversity of assurance argument needs, consider a hypothetical 
self-driving personal car in the United States. The stakeholders whose “trust” matters 
include the federal government, the state and local governments of any jurisdictions where 
the car might drive on public roads, potential passengers, the public in general who will be 
sharing the roads with these cars, the insurance industry, consumer advocacy organizations, 
and the companies who are potential developers, vendors, maintainers, and operators of 
such cars. Because these stakeholders have different values and priorities, as well as 
differing levels of technical savvy, the same arguments and evidence will not be equally 
persuasive to them all. Some stakeholders may also require higher degrees of confidence 
than others—for instance, a regulatory body protecting public safety might have a lower 
tolerance for risk of injury than an insurer or manufacturer. And in the case of potential 
customers and the general public, the psychology of trust will be as important as the reality 
of trustworthiness.  
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A recent example of an assurance argument aimed at the psychology of public trust 
was seen when American Airlines reintroduced the Boeing 737 Max to its operational fleet 
of aircraft. American publicized the fact that the first flight after the hiatus carried not only 
the president of the company but also the captain’s wife and the first officer’s mother (Hart 
2020). While this information was irrelevant to regulators, the public might well 
incorporate it into its subjective assessments of the trustworthiness of the redesigned 
aircraft. 

As noted above, successful deployment of AIAS can depend on the trust attitudes of 
the humans who operate, collaborate with, or coexist with the machines. Continuing our 
example, the overall safety and utility of a self-driving car will greatly depend on how the 
drivers around that car behave, which in turn will depend on how those drivers expect the 
self-driving car to behave. As we will see below, this is a key feature of AIAS that will call 
for a very different design process. 

C. Explanation, Transparency, and “Built-In Trust” 
A number of commenters have responded to the importance of trust in enabling 

successful deployment of AIAS by asserting that developers should therefore “build in 
trust” when designing AIAS. It is useful to drill down into exactly what they might mean 
by this and whether it is a viable strategy for achieving the goals of AIAS. 

Here’s a typical example of this way of speaking (Greenwood 2018): 
For AI to benefit both businesses and societies, we need to design in ethical 
principles like trust and transparency.… Designers have the opportunity to 
help organizations anticipate negative outcomes, define what good looks 
like, address bias, and build in trust and transparency. 

The link between transparency and trust is made explicit here, but the purported 
mechanism—how transparency translates into trust—is not. It is assumed that the right 
kind of transparency will automatically produce the right kind of trust, but no details are 
provided. As we have seen above, there is no one right kind of trust. Furthermore, the 
relationship between system transparency and human trust is anything but simple (Palmer 
and Zwillinger 2016; Schaefer et al. 2021). 

Even authors who clearly understand many of these nuances can adopt terminology 
and language that obscures them. In an otherwise useful discussion of trust-aware systems 
engineering of autonomous systems, Palmer and Zwillinger (2016) present a section titled 
“Building Trust In.” After making it clear that what they are really talking about is building 
systems that are “trustable” (i.e., trustworthy), they immediately drop that word and instead 
talk about “building trust in”: 

The underlying concept of our Trust V approach is that trust, like quality, 
must be built into the system and not “bolted on” after the fact. Starting in 
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the concept of operations (ConOps) phase and continuing through the entire 
Systems Engineering lifecycle, activities to engender trust should be built 
in. The Trust V approach identifies a selection of trust methods across all 
phases of the systems lifecycle to instill confidence that the system will 
perform correctly. Of course, the appropriate trust method(s) used for any 
specific system must be negotiated between customers, end users, and 
contractors. 

This language gives the strong impression that appropriate trust—by all who require 
“confidence that the system will perform correctly”—happens automatically, given the 
proper use of “trust methods” in the design. What this language obscures is that no “trust 
methods” currently exist that would enable designers to preemptively “engender trust” in 
the necessary ways. When the authors say that “trust method(s) used…must be negotiated 
between customers, end users, and contractors,” they are sidestepping the question of what 
that negotiation would look like. In many cases, it will involve significant trial-and-error 
experimentation, not only to design a trustworthy system but also to discover the concept 
of operations and forms of transparency that allow customers, users, and the public to 
achieve appropriate trust in that system. This is a very different notion of “building in” than 
traditional examples such as building in durability in a garment or building in accuracy in 
a watch. It’s not something the developers can do by themselves in their workshop. 

The notion of “transparency” is itself problematic. What exactly constitutes 
transparency in operations for an AIAS? Many authors frame this in terms of 
explanations—the system must be able to explain why it makes the choices it makes or at 
least provide ancillary outputs that permit humans to construct such explanations. From 
the foregoing discussion, we can see that this is really just an incomplete notion of 
assurance. Explanation will generally not be sufficient to all audiences, either to induce 
appropriate trust or to make a convincing assurance argument. If we think of explanations 
as components of assurance cases, we can see immediately that they must be tailored to the 
recipient. The kind of explanation that best supports appropriate operator reliance will not, 
in general, be the same kind of explanation that best supports regulatory assurance or public 
trust. The notion of transparency is an oversimplification of the mechanisms of assurance. 

The very metaphor of transparency implies that there is an objective truth that can be 
seen clearly (and is the same for all observers) if the “window” is clear enough. Trust is 
not like that; there is no objective trust that will be the same for all observers, even if the 
proper window into AIAS behavior were provided. Rather, facts about the AIAS must be 
established and assembled differently to meet the information needs (and account for the 
emotional needs) of the various observers. 

D. Assurance as the Output of TEV&V 
Talk of transparency and explanation and trust reflects a partial awareness of the 

assurance gap for AIAS. Commenters inside and outside the autonomy community have 
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correctly perceived that traditional systems engineering practices cannot guarantee that our 
AIAS will be sufficiently safe, secure, and dependable. This clearly has something to do 
with trust, and trust clearly has something to do with transparency and explanation. The 
assurance case model lets us translate these fuzzy intuitions about trust into concrete 
testable requirements. Rather than saying that we need explanations and transparency and 
trust, we can say “For these stakeholders, we need evidence to support this argument in 
support of that assurance claim at this level of confidence” for a finite list of specific 
stakeholders and claims. 

Viewed from that perspective, the purpose of TEV&V becomes clear: it is the activity 
that produces the evidence that completes the needed assurance arguments. Some of this 
evidence will be familiar, such as verification of compliance with design specifications, 
reliability testing, or human factors evaluations. Other evidence may require novel tools 
and techniques—digital twins, virtual testbeds, formal models, adversarial AI for 
robustness assessment, etc. This is where “transparency” fits in: any ancillary outputs or 
explanatory models that make the machine behavior more understandable to humans are 
useful precisely when the explanations they produce improve appropriate reliance by 
humans or increase stakeholder confidence in assurance claims.  

Historically, the engineering community has treated the different assurance 
arguments needed—safety, ethics, cybersecurity, robustness, etc.—as separate ad hoc 
efforts performed by different sets of specialists. For toasters or telephones, that’s a 
reasonable approach—the factors affecting safety are mostly distinct from the factors 
affecting performance, and so forth. For sophisticated AIAS, however, the autonomous 
capabilities induce coupling of all dimensions of trustworthiness. In our hypothetical self-
driving car, safety, cybersecurity, reliability, and operational effectiveness are inextricably 
linked. Formulating explicit assurance cases for all stakeholders (including the public) and 
deriving TEV&V strategies to produce the evidence that supports all of them offers a 
systematic way to account for all the issues of trust simultaneously, while minimizing 
redundancy and omissions. 

These highly interconnected assurance cases can be complex. Fortunately, software 
tools already exist to support formal assurance case development and management 
(Netkachova, Netkachov, and Bloomfield 2014; Denney and Pai 2018), including tools 
designed specifically for AIAS applications (Bloomfield et al. 2019; Asaadi et al. 2020). 
There is also much active research in both formal and empirical methods to provide the 
evidence these assurance-case models are built on (Dreossi et al. 2019). 
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4. Summary and Conclusions 

Too much trust and too little trust are both unhelpful. We want to trust our AI-enabled 
and autonomous systems in those cases where they are trustworthy, but not trust them in 
those cases where they are not. We want our regulators to quickly permit the use of 
trustworthy AIAS, but restrict or forbid the use of untrustworthy systems. We want the 
public to take advantage of AIAS to improve productivity and innovation, but avoid 
unintended harm to individuals or social structures. We want the military to be able to 
exploit the power of AIAS to defend the nation and promote global interests, but without 
violating the Laws of Warfare, rules of engagement, or fundamental national values. In 
short, we want people to have justified confidence that AIAS deployed in governmental 
functions adhere to high standards of safety, fairness, and dependability. 

While it is tempting to characterize these desires as being about trust, there are good 
reasons not to. As we have seen above, there are both practical and perceptual differences 
among these flavors of “trust” that have important consequences for what is needed to 
achieve these goals. Discourse about the importance of trust can obscure more than it 
illuminates, misleadingly suggesting similarities (and common solutions) across 
fundamentally unrelated challenges. Discourse about “building in trust” to AIAS 
mistakenly implies that trust is an attribute of the AIAS that can be predictably engineered. 
Instead, we need discourse about assured trustworthiness and appropriate reliance, and how 
to achieve them. 

There is widespread concern that current approaches to TEV&V of engineered 
systems will not be sufficient to realize the promise of AIAS. This concern is justified—
the traditional sequential treatment of systems engineering, developmental testing, 
operational testing, and field testing will not be able to assure the trustworthiness of human-
AIAS collaborations in any but the simplest of cases. However, this does not mean that we 
lack the technologies to achieve the goal. Assurance cases, as pioneered by the safety and 
cybersecurity communities, provide a structured mechanism to address these challenges. 
Formal assurance cases resolve the overloading of the term “trust” by making clear which 
arguments need to be convincing to whom or need to promote specific patterns of belief 
and reliance. They also provide a mechanism for translating general notions of the need for 
explanation and transparency into concrete testable requirements for specific evidence in 
support of specific claims. 

Importantly, assurance cases also clearly establish which outputs of TEV&V are 
needed to support final acceptance by decision-makers and the public and how this 
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translates into specific measurements and test instrumentation. Assurance cases are thus 
extremely useful for designing test strategies and test plans, identifying infrastructure 
needs, incorporating modeling and simulation efficiently into TEV&V, and generally 
avoiding duplication and wasted effort in the accumulation of evidence toward assurance. 
Software tools already exist to support assurance case development and management for 
AIAS (Bloomfield et al. 2019; Asaadi et al. 2020). Assured trustworthiness of AIAS can 
be achieved, but it will require not only these new tools but also a change of management 
and of culture in the integration of assurance into the development process. 

For more than a decade now, the autonomy community has been aware of the 
challenges AIAS would pose to TEV&V (Macias 2008). Developers of AIAS are now on 
the verge of having real systems in the development pipeline whose potential employment 
is limited not by their trustworthiness, but by our ability to understand and characterize that 
trustworthiness. It is time to stop talking about “building in trust” and to instead start using 
the assurance methods, tools, standards, and processes that already exist to provide 
structure and rigor to the TEV&V process. Assured trustworthy AIAS are not beyond our 
abilities, once we are clear on precisely what that means. 
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AI Artificial Intelligence 
AIAS Artificial-Intelligence-Enabled Autonomous Systems 
IEEE Institute of Electrical and Electronics Engineers 
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