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NOTES:   
• This brief was designed for presentation to a technical working group of the 

National Defense Industry Association Systems Engineering Division.  The brief 
assumes audience familiarity with M&S/LVC architectures, federation 
development processes, and basic principles of distributed computing. 

• This brief reports the results of a relatively small effort, something on the order of 
a thought piece intended to lay out a top level research agenda. 

This brief is excerpted from a report that considers the potential benefits and barriers to 
using cloud computing infrastructures to host and deliver M&S capabilities. The report 
serves as the initial step in thinking about the problem strategically, by establishing scope 
and bounding the problem space, anticipating benefits and barriers, and laying out a 
research agenda to understand the issues more comprehensively. 

The question is timely.  In 2008, ASD(RE) sponsored a large $2M+ study to develop a 
Live, Virtual, Constructive Architecture Roadmap (LVCAR; Henninger et al, 2008) 
necessitating the assessment of a number of LVC interoperability architectures which 
were not interoperable with each other.  The LVCAR study included a thorough 
requirements-capture effort which eventually led to the determination that at that time, 
most of the current requirements for LVC environments were satisfied by the existing 
architectures.  It went on to assert that the (then) unsupported requirements could either 
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be incorporated into those existing architectures or were so ill-defined and so abstract that 
no meaningful technical requirement could be adequately articulated. 

Seven years later, in 2015, we have a better sense for the requirements emerging from 
these other communities, and there are Federal mandates requiring compliance with these 
architectures to the extent it is possible.  For reasons such as these, it is important that 
DoD M&S leadership and oversight understand the benefits and barriers of using cloud 
computing infrastructures to host and deliver M&S capabilities, both from the perspective 
of potential efficiencies, but also from the perspective of being able to respond 
intelligently to potential mandates.  
 
 
 

  



 3 

Presentation Outline

1

Sponsor’s Question:  What are strategic implications (pros/cons) of
Cloud Computing for Modeling and Simulation in the Defense enterprise?

• Framework
• Benefits and Challenges
• Insights and Observations
• Recommendations

 

More specificity in the sponsor’s research question was imperative to developing a 
meaningful response.  “M&S” is a conceptual label assigned to a host of different, albeit 
related technologies.  Likewise, cloud-computing can be instantiated in a number of 
different forms, and the instantiation of M&S in a cloud-based computing paradigm 
could take on a number of different forms.  Thus, without adding more precision to the 
broad labels, “M&S” and “Cloud Computing”, the resultant cross-product of the two is 
represented at such a high level of abstraction that any derived benefit or barrier may not 
be universally true.   To address this and to facilitate a meaningful discussion among 
practitioners with different use cases, we created a framework in the form of a taxonomy. 
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Derivation of Framework

2

• Models and Simulations
• Distributed / Constructive
• Time Managed / Real 

time
• Composability / SOA
• Pre / Runtime / Post

Cloud Computing Modeling and Simulation

Analytic Framework

 

The vertical axis distinguishes important M&S features, including: 

• Parsing the umbrella label “M&S” into two distinct constructs: “Models” and 
“Simulations” 

• Distinguishing distributed simulation environments from single-processor/single-
machine applications 

• Distinguishing time-managed simulations from real-time simulations 
• Acknowledging the potential of service composition often associated with cloud 

computing (Davis and Anderson, 2004) 
• Identifying the pre-runtime, runtime, and post-runtime processes that could 

independently be candidates for migration 

The horizontal axis represents (some) important cloud-computing features, including: 

• Within a data center or across/between data centers 
• With / without service composition   

NOTE:  the other two columns (Business Model Only and Virtualization Only) are not 
pure but are partial cloud concepts.  They are included in the framework to cover breadth 
of use cases being investigated in the practitioner community. 

While more granularity is always possible, this framework provides complete coverage of 
the space of interest.  It also provides a common reference model for practitioners to 
exchange and compare information gleaned from their research.  In the example above, 
for instance, one would not expect the OneSAF as a Service application to yield all of the 
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exact same benefits or experience all of the exact same challenges as the JTE as a Service 
application.  This is because the form of the M&S is different and the instantiation of that 
M&S in a cloud computing paradigm is different.  
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Benefits and Challenges

Potential Benefits
• On Demand Self Service
• Broad Network Access
• Rapid Elasticity
• Resource Pooling
• Business Model / Measured 

Service
• Exercises (heavy interactions)

Potential Challenges
• Performance 
• Architecting for Cloud
• Service Composition
• Trust/Risk/Accountability
• Security and Privacy

Lots of Promises with Cloud
• Cost efficiency
• Unlimited storage
• Backup and recovery
• Automatic software integration
• Easy access to information
• Quick deployment
• Easier scale of services
• Scalability
• Rapid development, deployments, and 

change management
• Agility
• Efficiency
• High reliability / availability
• Flexibility
• Better performance
• Greater mobility
• Green IT data center
• Improved security
• Improved automation, support and 

management
• …

Study Classification Scheme

 

Cloud is one of most cringe-worthy IT buzz terms of the 21st century.    With just a quick 
review of literature, both business and academic, it is easy to develop a list describing the 
theoretical or anticipated benefits of Cloud Computing.  Other than a few focused 
investigations, what these papers generally lack, however, is any kind of systematically 
derived evidence to support their assertions or an assessment of how well those assertions 
might generalize.  Generalization is especially important because even the claims that do 
have at least some empirical evidence to support them tend to be gleaned from classic IT 
applications not from scientific applications.  M&S falls more into the latter category 
than the former.  In contrast to classic IT applications, M&S applications tend to use 
central processing unit (CPU) more intensely, have multiple distributed nodes, higher 
memory requirements and different communications requirements (demanding the 
delivery of many small messages quickly rather than fewer larger lag-tolerant messages).   

To develop the potential benefits and barriers documented in this report, the Study Team 
pulled data from a number of different sources:  reports describing M&S research 
conducted in related computing paradigms (e.g., SOA-based [Drake et al, 2011]; Web-
based [Brutzman et al, 2002]; HPC-based [Bouwens et al, 2012]), Grid-based [Pan et al, 
2007]), technical exchanges with community practitioners, and consideration of concepts 
derived from business/academic literature in cloud computing.  Because the organic data 
was presented at different levels of abstraction, the study team created categorization 
schemes to represent a strategic view. This required decomposing all of the data at the 
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lowest level of abstraction possible, assigning relevant metadata, and then categorizing 
the potential benefits and barriers at the meta-level.  We were able to reuse the Federal 
Government’s definition of Cloud Computing, developed by NIST (Mell and Grance, 
2011), which offers a simple characterization of cloud that inherently provides a way of 
classifying potential benefits: on-demand service, broad network access, rapid elasticity, 
resource pooling, and measured service.  

The metal-level categories for barriers include: Performance, Architecting, Service 
Composition, Trust/Risk/Accountability, and Security/Privacy.  While these categories 
are not perfectly orthogonal, the study team knows of no other existing representation and 
considers this first attempt to create such a model a reasonably effective approach.   
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Heavy Hitters - Benefits

4

• On Demand: Potential of
“anytime, anywhere”, on-
demand simulation 
capabilities.

• Broad Network Access:
Support the use of
handheld mobile devices.

• Resource Pooling: Outsources computing
infrastructure, reducing or eliminating the need for
organizations to offer extensive IT services.

• Measured Service: Pay per use / new business models
• Exercise Specific:

– Set up costs
– Ramping up time

Plot four routes from my
current location to
my new assembly area.
I want fastest, shortest,
best concealment, and
best coverage, along with 
probability of mission 
success for each, given
the current threat intel.

 

On-Demand Self-Service:  M&S resources could be generated anytime, anywhere and 
distributed throughout the force structure. Training and planning material and C4I 
updates can be pushed to commanders in transit and in theater, while they can use M&S 
as needed. Cloud multi-tenancy properties ensure availability of the simulation. 

Broad Network Access:  Because complex simulations or distributed simulations are 
sophisticated pieces of software requiring high-end computing infrastructures, they are 
not easily accessible to users who are not experts in the software or hardware 
technologies.  By providing an environment that is device and location independent, 
broad network access expands accessibility to these resources and offers the potential to 
make simulation capabilities much more widely available.  

Rapid Elasticity:  Particularly for larger exercises or events, the computational 
requirements of users can vary significantly over time.  This typically results in the need 
to overprovision the infrastructure to meet the peak expected workload.  
Overprovisioning, however, leaves the facility underutilized during periods of less 
intense usage.  Rapid elasticity, the ability to allocate and release resources dynamically 
(or statically), mitigates that gap. 

Resource Pooling:  This lowers barrier to entry because it eliminates the need to 
purchase and operate expensive equipment for a local site. And even if organizations do 
offer computing hardware, it is a form-factor less expensive, usually taking on 
characteristics of hand-held device or dumb terminal. In addition, this paradigm 



 9 

decreases cost of ownership by reducing licensing requirements, as well as the need for 
specific hardware, hardware and software maintenance/upgrades, and facility resources.  

Measured Service (Business Model):  Today, the norm is for organizations to 
(potentially) incur large capital expenditure costs to build and operate their own 
computing infrastructure and IT. Measured service gives rise to a pay-per-use model, 
which provides many more business model options than consumers have had in the past.  

Exercise Specific:  The majority of costs incurred in a simulation-based exercise come 
from the activities that wrap the actual exercise itself (e.g., travel for exercise support, 
data collection, integration, etc.). Cloud-based simulation would theoretically reduce 
these kinds of setup costs for exercises, as well as reduce staff requirements and staff idle 
times. This would result in a quicker “ramp up” of exercise environments, resulting in 
faster implementation times. 
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Heavy Hitters – Challenges

• Cloud environments tend to be better at providing
high bandwidth communications among
applications than in providing low latency.

• M&S tends to use the underlying virtualized
hardware more extensively for prolonged periods of
time. 

• Not all M&S applications will/can reside in the
cloud. 

• Simulations need to be architected for virtualization

• Inter-cloud paradigms will require further 
standardization and standardized definitions of
functionality (to support service composition).

5

 

Performance:  M&S paradigms tend to require low-latency/high-bandwidth networks, 
accustomed to sending many small messages requiring quick delivery rather than fewer 
large messages requiring high bandwidth. Cloud environments tend to be better at 
providing high-bandwidth communications among applications than in providing low 
latency.   Fujimoto (2010) reports on tests of parallel scientific code (HPC) executed over 
Amazon Elastic Compute Cloud (Amazon EC2) ran significantly slower compared with 
being executed on dedicated cluster nodes.   

Architecting:  Simulations need to be architected for virtualization.  Not all M&S 
applications can reside in the cloud. The integration of LVC and C2 and other operational 
equipment (e.g., unmanned air vehicles) will require M&S cloud implementations to 
allow for a mix of cloud- and non-cloud-resident applications.  Inter-cloud will require 
even further standardization (syntactic, semantic, and pragmatic) and standardized 
definitions of functionality to support service composition (Cayrici, 2011).  

Service Composition:  In current distributed M&S paradigms, the attribute of an entity is 
normally owned by a single federate. However, in an SOA-based inter-data center 
configuration, the attribute of an entity could be updated based on the computations of 
many federates, so current paradigms would not suffice for integrating federates in this 
type of federation (Macedonia et al. 2014). Moreover, some researchers (Cayrici, 2013) 
assert that the new challenge of determining federates interoperable with each other and 
selecting the set that fits best to the constraints and performance expectations (i.e., inter-
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data center federation configuration) is an NP-complete problem.  Finally, improved 
processes for verification, validation, and accreditation (VV&A), particularly regression-
based VV&A, will need to be invented to fully harness the potential of cloud-based 
M&S, particularly in an SOA-based paradigm. 

Trust/Risk/Accountability:  Cloud Service Providers (CSPs) usually keep the locations 
of their server farms and data centers abstracted away from users.  Also, risks get higher 
and more difficult to analyze in nested cloud architectures (i.e., inter-cloud, service 
mashups, and partner clouds).  Since M&S/LVC federations are basically cloud service 
mashups, the complexity of accountability, risk, and trust is exacerbated.  There is also a 
concern with making the use of M&S “too easy” for users, potentially resulting in the 
misuse of M&S by unskilled users. 

Security and Privacy:  Many classic security and privacy issues with clouds in standard 
IT settings continue to exist.  Risks with specific dynamics related to M&S include the 
exploitation of bugs in the implementation of services.  In particular, with high numbers 
of clients and very large databases with high number of clients, there are increased 
opportunities for denial-of-service attacks. Also, unauthorized users may perform 
analysis of network traffic to derive information about the results of a simulation-based 
study or exercise.  
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Observations / Insights
• The biggest new M&S capability that will be enabled by the Cloud

is real-time course of action analysis (COAA) supporting Mission 
Command.

• M&S Community Myth Busters
– It is possible to leverage a cloud without employing SOA, and to leverage

SOA without employing cloud computing. Some M&S Community
literature discusses them as though they must co-exist.

– It is possible to leverage cloud without employing Virtualization. Some M&S
Community literature discusses them as though virtualization is a necessary
but not sufficient pre-condition for Cloud.

• We have not discovered, at an abstract level, any advantage or 
disadvantage to M&S employed in a cloud infrastructure, that would
not be true of any typical ITApplication or System employed in a
cloud infrastructure.

• In support of Data Center Consolidation and Cloud Migration, many 
Services’ CIOs are embarking on Application Rationalization
efforts.

• Cloudy Crystal Ball (no pun intended):  It will be important in future 
to determine whether M&S is an IT function or an S&T function.

6

 

The potential of “anytime, anywhere on-demand” simulation capabilities coupled with 
the potential of broad network access (particularly the use of handheld mobile devices) 
positions cloud-based M&S to be an enabling technology in the realization of using M&S 
to support battle command Course of Action Analysis (COAA). This is significant. It 
broadens the impact of M&S to warfighting applications beyond institutional 
applications, and beyond training and mission rehearsal. 

We have not discovered, at an abstract level, any advantage or disadvantage to M&S 
employed in a cloud infrastructure that would not be true of any typical IT application 
employed in a cloud infrastructure. And, we have concluded that there is great potential 
for both cost savings as well as for the development of new warfighting capabilities. We 
have also, however, identified a number of barriers resulting from the fact that M&S 
applications tend to be more complicated than IT applications. These barriers have been 
documented.   

The remainder of this presentation reviews the potential cost savings and lays out a 
research agenda to more fully explore potential barriers and mitigation strategies. 
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Potential Cost Savings in Pictures

7

leveraging SOA to modernize M&S has great potential to reduce overall M&S costs

savings by defining common simulation
architecture infrastructure

savings by reducing the development of 
redundant functionality in models

 

Pratt and Henninger (2002) demonstrate a strong, general business case for working at 
the component level, using general-purpose software or simulation software. They 
developed a series of Constructive Cost Model (CoCoMo) II models for software cost 
estimation for a series of hypothetical software projects, where lines of code ranged from 
10,000 to 1,000,000 for projects of increasing complexity. The results demonstrate the 
tradeoff between size and complexity of program and cost of the development effort. This 
tradeoff is even more evident when comparing the bar graph representing a CoCoMo II 
estimate with the lower area plot representing an estimate based on linear extrapolation of 
the 10,000 lines of code estimate. This suggests that instead of one large monolithic 
simulation, a more prudent approach would be to develop a general architecture that 
could serve as a platform for a variety of modular models. More specifically, this 
approach lends itself to savings by defining common simulation architecture 
infrastructure that can run many models, thus reducing costs of redundant simulation 
infrastructures and lowering the barrier to entry for model developers who cannot afford 
to build whole simulation infrastructures. 

Another implication of a services-based cloud approach could be the reduction of 
redundant functionality across models. For example, Henninger et al, (2016) demonstrate 
the amount of redundant functionality in two popular entity-based brigade and below 
simulations.  A service-based approach to composable simulations facilitated by cloud 
computing, would reduce costs by making one model available to many composed 
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simulations, instead of having to duplicate models in independent and incompatible 
simulation architectures.  More specifically, this approach lends itself to saving by 
reducing the development of redundant functionality across models (instantiated in 
simulations).  
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Recommendations (1 of 2)

8

 

This table enumerates DoD-level activities and investments seen as common goods, 
particularly worthy of DoD-level attention, whereas the vast bulk of M&S work is and 
should be conducted by the various Services and Defense agencies.  

This work represents an initial step in formalizing the pursuit of adopting cloud-based 
infrastructures for M&S applications. As presented in earlier list of barriers, there is 
much work to do. By identifying the known unknowns, and in some cases turning the 
unknown unknowns into known unknowns, this report, at least, provides a framework 
and the start of a roadmap for the questions to be investigated.  
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Recommendations (2 of 2)

9

 

This research reinforces the view that the use of cloud computing is both possible and 
beneficial in some instances of M&S applications. Whether these successes can be or 
should be scaled up to the full breadth of the DoD’s M&S portfolio is yet a researchable 
question. This document provides a roadmap toward answering that question, informs the 
broader research agenda for those instances of M&S applications that have not yet 
weighed the benefits and costs of migration, and provides some degree of confidence that 
the potential payoff is worthy of continued research investment at the institutional level. 
 
 
 

  



 17 

References
 Bouwens, C., A. Henninger, G. Flowers, and A. Paschel. “OneSAF as a Simulation Service Using High Performance 

Computing.” Proceedings of AlaSim 2012. Huntsville, AL, 2012.
 Brutzman D., K. J. Morse, M. Pullen, and M. Zyda. Extensible Modeling and Simulation Framework (XMSF): Challenges for 

Web-Based Modeling and Simulation. Interim Technical Report. Monterey, CA: Naval Postgraduate School, 2002.
 Cayirci, E. “Modeling and Simulation as a Cloud Service: A Survey.” Winter Simulation Conference. Washington, DC, 

December 8–11, 2013.
 Cayirci, E., and C. Rong, C. “Intercloud for Simulation Federations.” International Conference on High Performance 

Computing and Simulation. Istanbul, Turkey, July 2011.
 Davis, P., and R. Anderson. “Improving the Composability of Department of Defense Models and Simulations.” Technical 

Report Conducted in the RAND National Defense Research Institute for the Office of the Secretary of Defense (OSD) under 
Contract DASW01-01-C-0004, 2004.

 Drake, D., I. Martines, R. Roca, and F. Carr. “Live-Virtual-Constructive Service-Oriented Architecture: Service-Oriented 
Architecture Application to Live-Virtual-Constructive Simulation: Approach, Benefits, and Barriers.” Technical Report 
conducted by John Hopkins University Applied Physics Labs for the Office of the Secretary of Defense under contract 
#NSAD-L-2011-048, 2011.

 Fujimoto, R. M., A. W. Malik, and A. J. Park. “Parallel and Distributed Simulation in the Cloud.” SCS M&S Magazine, 2010.
 Henninger, A., Scrudder, R., Riggs, W., Wall, J., and Williams, K. (2016).  “A Functional Deep Dive on Two Simulations: 

Methodology, Results and Lessons Learned”  To be published in the Proceedings of the ’16 Interservice/Industry Training, 
Simulation and Education Conference (I/ITSEC). Orlando, FL, 2016.

 Henninger, A., Cutts, D., Loper, M., Lutz, R., Richbourg, R., Saunders, R., and Swenson, S. (2008). “The Live Virtual 
Constructive (LVC) Architecture Roadmap”  Technical Report.  Alexandria, VA:  IDA, 2008.  
(http://msco.mil/documents/_18_LVCAR%20-%201%20of%205%20-%20Final%20Report%20-%2020090814.pdf)

 Macedonia, M., C. Bouwens, J. Shiflett. “Cloud Simulation Infrastructure—Delivering Simulation from the Cloud.” M&S 
Journal, Spring 2014, 50–64.

 Mell, P., and T. Grance, T. “The NIST Definition of Cloud Computing.” Special Publication 800-145. Gaithersburg, MD: 
National Institute of Standards and Technology, September 2011.

 Pan, K., S. T. Turner, W. Cai, and L. Zengxiang. “A Service Oriented HLA RTI on the Grid.” IEEE International Conference 
on Web Services (ICWS), 2007.

 Pratt, D., and A. Henninger. “A Case for Micro-Trainers.” Proceedings of the ’02 Interservice/Industry Training, Simulation 
and Education Conference (I/ITSEC). Orlando, FL, 2002. 10

 

 

 

 

 



REPORT DOCUMENTATION PAGE 
Form Approved 

OMB No. 0704-0188 
The public reporting burden for this collection of information is estimated to average 1 hour per response, including the time for reviewing instructions, searching existing data sources, 
gathering and maintaining the data needed, and completing and reviewing the collection of information. Send comments regarding this burden estimate or any other aspect of this 
collection of information, including suggestions for reducing the burden, to Department of Defense, Washington Headquarters Services, Directorate for Information Operations and Reports 
(0704-0188), 1215 Jefferson Davis Highway, Suite 1204, Arlington, VA 22202-4302. Respondents should be aware that notwithstanding any other provision of law, no person shall be 
subject to any penalty for failing to comply with a collection of information if it does not display a currently valid OMB control number. 
PLEASE DO NOT RETURN YOUR FORM TO THE ABOVE ADDRESS. 
1. REPORT DATE

April 2016 
2. REPORT TYPE

Final 
3. DATES COVERED (From–To)

March 2016 – April 2016
4. TITLE AND SUBTITLE

Strategic Implications of Cloud Computing for Modeling and
Simulation (Briefing) 

5a. CONTRACT NUMBER 
HQ0034-14-D-0001 

5b. GRANT NUMBER 

5c. PROGRAM ELEMENT NUMBER 

6. AUTHOR(S)

Henninger, Amy E.

5d. PROJECT NUMBER 
AI-2-3077 

5e. TASK NUMBER 

5f. WORK UNIT NUMBER 

7. PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES)

Institute for Defense Analyses
4850 Mark Center Drive 
Alexandria, VA 22311-1882 

8. PERFORMING ORGANIZATION REPORT
NUMBER

IDA Document NS D-5802 
Log: H 16-000533 

9. SPONSORING / MONITORING AGENCY NAME(S) AND
ADDRESS(ES)

Office of the Deputy Assistant Secretary of Defense for Systems 
Engineering 
Director, Defense Modeling and Simulation Coordination Office 
4800 Mark Center Drive, Suite 14D08 
Alexandria, VA 22350-3600 

10. SPONSOR/MONITOR’S ACRONYM(S)

DASD(SE)/M&SCO

11. SPONSOR/MONITOR’S REPORT
NUMBER(S)

12. DISTRIBUTION/AVAILABILITY STATEMENT

Approved for public release; distribution is unlimited (5 April 2016).

13. SUPPLEMENTARY NOTES

14. ABSTRACT

This briefing discusses the implications of cloud computing for modeling and simulation in the defense enterprise.

15. SUBJECT TERMS

modeling and simulation; cloud computing

16. SECURITY CLASSIFICATION OF: 17. LIMITATION
 OF

ABSTRACT

SAR 

18. NUMBER
 OF

PAGES

20

19a. NAME OF RESPONSIBLE PERSON 
Jesse Citizen 

 a. REPORT
Uncl.

b. ABSTRACT
Uncl.

c. THIS PAGE
Uncl. 

19b. TELEPHONE NUMBER (include area code) 

571-372-6684
Standard Form 298 (Rev. 8-98) 
Prescribed by ANSI Std. Z39.18




