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Executive Summary 

The purpose of this study was to investigate the potential performance of a novel 
concept for dividing solar radiation into spectral components that separately illuminate 
photovoltaic (PV) cells of different bandgaps using an optical design that (1) is simple, 
easily manufactured, and extensible to many spectral channels, and (2) does not achieve 
high geometric concentration factors. The concept that we explore leverages the approach 
of stacked luminescent solar concentrators (LSCs) for dividing the solar spectrum using 
fluorophores that are tuned to different spectral bands. However, whereas multicolor 
LSCs must perform two functions using the same optical component—spectral division 
and concentration—we consider the performance of a similar design when only one 
demand—spectral division—is placed on it. We find that the optical quantum and power 
efficiencies can be quite high (QE > 90%, PE > 80%) compared to what one might 
intuitively expect. When we couple the light output to a simple detailed balance model of 
a solar cells using experimental performance parameters we find that solar-to-electric 
conversion could exceed 30% with four junctions, using existing PV materials. While this 
does not exceed what can be achieved by HCPV designs on multijunction epitaxially 
grown stacks, the concept presented here has the major advantage of being easily 
extensible to an arbitrarily large number of spectral channels. Because of this 
extensibility, the number of junctions in the system is limited only by the availability of 
PV cells with appropriate bandgaps, so significantly higher system efficiencies should be 
accessible without major revision to the basic design presented here. 
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1. Introduction 

Optical division of the solar spectrum, known as “spectral splitting,” is an old 
concept that enables designing a multijunction PV module with a number of potential 
advantages: (1) current matching all the subcells is not required; (2) each subcell material 
may be fabricated on a different substrate, so there is no need for lattice matching or thick 
metamorphic layers, and each subcell may be independently optimized; (3) a larger 
number of junctions may be accessible. Concepts for spectral splitting have generally 
always considered spectral splitting in combination with optical concentration, but 
combining these functions into a single design can lead to problems. Designs based on 
dichroics are fundamentally challenged because concentration leads to large distributions 
of input angles, but the performance of dichroics for spectral splitting degrades when the 
range of angles it must accommodate becomes large. Stacks of luminescent solar 
concentrators (LSCs) are another option for spectral division and concentration, but their 
optical efficiency has been severely constrained by reabsorption within the devices. 

In this paper we consider a concept that aims to split the solar spectrum with 
maximum optical efficiency, but using a simple design that is easy to manufacture and is 
easily extensible to an arbitrary number of subcells. Optical concentration is used in this 
design, but high concentration is not a requirement. Dispensing with high concentration 
as the singular focus permits us to explore a design space of what we call luminescent 
spectrum splitters (LSS), which are essentially a variation on LSCs that focuses first on 
high efficiency and good spectral splitting, with concentration a secondary concern. 
Based on a home-built ray-tracing simulation that uses experimental data to model the 
performance of luminescent materials, optical quantum efficiencies of 95% are 
achievable with optical power efficiencies of 75% (after the Stokes shift of the emission). 
An extension of this model couples the optical output to PV materials reported in 
literature and suggests that module efficiencies of 30%–35% and higher could be realized 
by these designs. A very clear trade-off between net optical concentration and efficiency 
is explored, and a few design variations that could overcome this tradeoff are discussed. 
Because we find that high-efficiency operation is currently limited to designs with fairly 
low concentration (<10×), this approach may not be economically viable if the PV 
materials are high cost (e.g., III-V materials). However, this work demonstrates that if a 
fairly low-cost PV were available at a wide variety of bandgap values, the LSS concept 
could provide a highly efficient, manufacturable, and easily extensible approach to a 
stitching the PV materials together in a multijunction module. 
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2. Background 

It is well known that solar-to-electric conversion efficiency can be greatly enhanced 
by using more than one bandgap in a multijunction photovoltaic systen. The benefit is 
derived by breaking the tradeoff between high current and voltage that is the basis of the 
Shockley-Quiesser limit. The great majority of multijunction PV devices in both research 
and production are based on multiple junctions stacked in optical series, usually by 
epitaxial growth of one material on another. An alternative approach to the multijunction 
stack is to employ optics that separate portions of the incident solar spectrum and direct 
them to different spatial locations. This concept has been around for many decades, and a 
thorough review is given by Imenes and Mills [1]. Some examples of efforts to optically 
split the solar spectrum include the RAINBOW multijunction design from NASA [2, 3], 
holographic splitting [4], and more recently a DARPA-funded CPV project [5, 6]. There 
are at least two potential advantages associated with optical separation of the solar 
spectrum:  

1. The individual PV cells do not need to be epitaxially grown on top of one 
another, so the material choices and growth conditions are less restricted. In 
principle each junction could be grown on a separate substrate. This would of 
course multiply substrate costs, but it would also reduce growth time and 
precursor usage often associated with graded layers in metamorphic devices or 
many of the other intermediate layers (e.g., tunnel junctions) required in 
complex multijunctions.  

2. Each individual junction may be separately contacted without the need for 
transparent, buried contacts so there is no current matching requirement across 
the PV devices. Among other things such a device would be less susceptible to 
diurnal and seasonal variation of the illumination spectrum—a problem that 
limits the practical efficiency gains of series connected multijunction devices 
when the number of junctions becomes large [7]. 

A variety of optical designs have been proposed and built for the purpose of 
spatially dividing the solar (or any broadband) spectrum. Most of these employ either 
dispersion in an optical material (e.g., a prism) or a wavelength-dependent reflective 
surfaces such as dichroic mirrors. There are at least three aspects of designs based on 
dichroic mirrors that are not ideal. First, the wavelength at which a dichroic mirror 
switches from reflective to transmissive depends on the angle of incidence of the 
propagating light. This means that if the light field incident on the dichroic is composed 
of rays incident over a wide distribution of angles (as found at the output of a primary 
concentrating optic), then each ray will encounter a dichroic with a different cutoff 
wavelength. A weighted average of the dichroics reflectance spectrum over all these 
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angles can yield spectral division that is not very sharp. A second challenge associated 
with optical designs based on dichroics is their “extensibility.” A design might be found 
that performs well for separation of the spectrum into two components, but adding third, 
fourth, or fifth channel would usually require a complete redesign. The third challenge 
associated with optical designs based on dichroics and assembled from many individual 
pieces is economic cost. High-performance dichroics can easily cost many hundred 
dollars per square meter, and the manufacturing of assemblies with large part counts 
drives up cost. 

Stacked LSCs offer an alternative to dichroics for spectrum splitting, but these 
generally have not yielded high optical efficiencies. The major challenge associated with 
LSCs is reabsorption of the wave-guided photons before they are able to reach the 
targeted PV cells. The degree to which reabsorption limits the performance of an LSC is 
directly connected to its geometric dimensions [8] (aspect ratio) which is, by definition, 
its concentration factor. In short, it is the demand for both concentration and spectrum 
splitting functionality that makes high-efficiency LSCs difficult to realize. The concept 
we present here dispenses with large net concentration as a requirement to explore how 
high the optical and system efficiency of a luminescent spectrum splitter (LSS) can be 
with concentration of secondary importance in the design requirements. 
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3. Concept 

Figure 1 is an illustration of the particular instantiation of our concept. The first 
component is an unspecified non-imaging concentrator optic such as a compound 
parabolic concentrator. The second component is simply a cylindrical light guide through 
which light propagated by total internal reflection (TIR). The function of splitting the 
spectrum is fulfilled in the lightguide by doping sequential segments of it with a tunable 
fluorophore that has a very high luminescent quantum yield, in this case semiconductor 
nanocrystals. The technology for embedding semiconductor nanocrystals inside polymer 
matrices or inorganic matrices with little loss of luminescent quantum yield (QY) has 
been previously established by various routes ranging from polymerization [9–12] to sol-
gel composites [13–15], so the manufacture of such optical components is certainly 
possible. The principle of operation is evident from the figure: broadband, plane-wave 
light is incident on the primary optic and concentrated before entering the second 
component where each wavelength propagates until it encounters a segment that is doped 
with nanocrystals whose bandgap is lower in energy than the given wavelength. Photons 
that are absorbed by the fluorophores are then re-emitted isotropically. Some photons will 
be captured within the waveguide, propagating back out the entrance aperture of the 
device—these are lost. Others may propagate further down the device to be absorbed by 
the next color segment, while the rest will not meet the TIR condition and will exit the 
waveguide laterally. It is along these color segments where PV materials would be placed 
to collect the narrowband radiation that is emitted from each color segment of this 
luminescent spectrum splitter (LSS). For our investigation we primarily considered a 
cylindrical design with rotational symmetry about the z-axis, but rectilinear or other 
designs are also possible. More detailed investigations could compare performance of 
these categories. 

A. Parameters 
Before undertaking a detailed analysis of this concept, we identified the relevant 

design parameters and investigated the tradeoffs required between these. These 
parameters, illustrated in Figure 1, are the following:  

n0 Refractive index of cladding on LSS 
n1 Refractive index of LSS interior 
ni Refractive index at input to LSS and exit of primary optic 
Lseg/R Unitless ratio between length of color segment and radius of 

rotationally symmetric LSS 
 
 



6 

 
Figure 1. Diagram of luminescent spectral splitting concept (not to scale). The gap 

between primary concentrator and the LSS is inflated so that angle definitions can be 
illustrated. 

 
Ptrans Probability of transmission for a photon traveling parallel to the z-axis 

when it encounters a color segment and has a wavelength equal to the 
band-edge absorption peak of the nanocrystal dopants. 

Lspace / R  Unitless ratio of the length of spacing between color segments and the 
radius of the rotationally symmetric LSS 

in Acceptance half angle of primary concentrator. For calculation of 
maximum primary concentration we assume that in = 1.5 deg. 

These design parameters can be used to immediately compute a few key quantities 
that describe a design’s performance. The TIR angle TIR is the angle of incidence inside 
the waveguide at which TIR kicks in—the larger the TIR angle, the more likely an 
isotropically emitted photon will exit the waveguide.  

TIRߠ  ൌ sinିଵሺ݊଴ ݊ଵ⁄ ሻ (1) 

The acceptance angle of the LSS, LSS, on the other hand is the maximum angle for 
which TIR will be supported within the light guide. Photons that are incident at angles 
greater than LSS do not propagate through the LSS. 

LSSߙ  ൌ sinିଵ ቀඥ݊ଵ
ଶ െ ݊଴

ଶ ݊௜ൗ ቁ (2) 
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If we demand that the range of angles at the output of the primary optic is contained 
within the acceptance angle of the LSS, the maximum concentration permitted by 100% 
conservation of optical etendue is given by (see reference [16]): 

ଵ୫ୟ୶ܥ  ൌ ቀ௡౥౫౪ୱ୧୬ሺఏ౥౫౪ሻ

௡౟౤ୱ୧୬ሺఏ೔೙ሻ
ቁ

ଶ
ൌ ቀ௡೔ୱ୧୬ሺఈಽೄೄሻ

ଵൈୱ୧୬ሺఏబሻ
ቁ

ଶ
ൌ ቀ ௡భ

మି௡బ
మ

ୱ୧୬మሺఏబሻ
ቁ (3) 

Finally, the degree to which the LSS de-concentrates input radiation is just the ratio 
between the area of the cylinder wall that the PV material must cover to capture any 
photons emitted from a given color segment and the area of the input aperture of the LSS:  

୫ୟ୶ܦ  ൌ
ଶగோ൫௅౩౛ౝା௅౩౦౗ౙ౛൯

గோమ ൌ
ଶ௅౩౛ౝ

ோ
൬1 ൅ ଶோ ୲ୟ୬ఏ೅಺ೃ

௅౩౛ౝ
൰  (4) 

Where the first factor 2Lseg/R is the de-concentration resulting from covering the 
entire length of a color segment with PV, and the second factor, (1 + 2R tan TIR / Lseg),is 
an approximation of how much extra coverage is needed to collect emitted photons with 
the steepest angle for which a meridional ray still does not meet TIR and can escape. In 
this expression the de-concentration D is given the subscript “max” because we measure 
the de-concentration according to the largest area over which photons might be spread 
according to not meeting the TIR condition. Also note that we assume Lspace, the spacing 
between color segments, is set such that it is twice the maximum z distance a photon 
could traverse while still not meeting the TIR condition and exiting: ܮୱ୮ୟୡୣ ൌ ܴ ൈ
tan்ߠூோ. 

So the net concentration of the system is computed as, 

NETܥ  ൌ ቀ ௡భ
మି௡బ

మ

ୱ୧୬మሺఏబሻ
ቁ ቆ

ଶ௅౩౛ౝ

ோ
൬1 ൅ ଶோ ୲ୟ୬ఏ೅಺ೃ

௅౩౛ౝ
൰ቇ൘  (5) 

Without any consideration of dopant fluorophores we can immediately recognize a 
fundamental tradeoff of this concept. As the difference between the cladding and core 
refractive indices decreases, the TIR angle increases and the fraction of isotropically 
emitted photons that can escape likewise increases. At the same time, however, the LSS 
acceptance angle LSS decreases, causing the maximum concentration permitted by the 
primary optic to decrease. There is a tradeoff between the fraction of isotropically emitted 
photons that are collected (exit through side) and the net concentration of the system. 
This is illustrated in Figure 2.  

Another expected limitation on the concentration levels that would be practical in 
this device is a consequence of heating that occurs when the luminescent materials in the 
LSS absorb solar illumination and re-radiate at longer wavelengths. Any difference 
between the energy of the photon absorbed and the photon that is re-emitted is converted 
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to heat. The minimum amount of heating is the energy of the Stokes shift between the 
lowest energy photons that can be absorbed and the energy of the photons emitted. 

 
Figure 2. Expected limitations on concentration for the LSS concept. Left: the fraction of 
isotropic luminescence that can exit the LSS through the side (as calculated in Appendix 
B) is plotted against the CNET (given in equation 5) by varying the cladding index n0. Each 

line corresponds to a different value of Lseg/R. Right: estimates of the steady-state 
temperature in a disk as a function of concentration if 850 W/m2 is incident and 80% of the 
incident light is converted to heat. Different lines indicate different Lseg/R aspect ratios of 
the “disks.” Dashed lines assume a surface heat-transfer coefficient out the sides of the 

disk (excluding the top/bottom of disk) of h = 20 W/m2/K. Solid lines assume h = 150 
W/m2/K. 

If PV material and cell costs are a major component of the cost structure when 
designing an LSS, then the best design will strike a compromise between permitting high 
concentration while collecting reasonably high fractions of isotropic emission. Figure 2 
shows, though, that the more one tries to drive up the concentration, the more collection 
efficiency will drop and the higher internal temperatures will be driven. On the other 
hand, if PV material costs are not overwhelming, the optimal design may drive photon 
collection fraction (i.e., QE) up while sacrificing net optical concentration. It is in this 
regime of low net concentration where our investigation of LSS will focus. 

B. Experimental Methods 
To investigate the performance of this optical system in more detail than is 

permitted by simple analytical expressions (with no approximations), we constructed a 
Monte Carlo ray-tracing model that simulates the propagation of incident photons 
through the LSS. In this model, rays are introduced to the inside of the LSS at uniformly 
random locations across the input aperture of the LSS. The initial propagation direction 
of each photon is randomly drawn from uniform distributions in xy-plane azimuth and 
from a user-defined distribution for the angle theta between the direction of propagation 
and the z-axis. For most runs the input theta distribution was uniform between 0 and LSS 
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and zero otherwise.1 At each propagation step of the ray-tracing one of three possible 
events was possible: (1) absorption by a chromophore, (2) intersection with the sidewall 
of the LSS, or (3) intersection with the boundary between adjacent segments. For each of 
these three outcomes a distance is computed at each step: the distance to the sidewall, the 
distance until the z-plane of intersection between two segments is reached, and a 
randomly drawn absorption distance based on Beers law using an extinction coefficient 
obtained from the absorption spectra for the fluorophore found in the present segment. 
Whichever distance is shortest determines which event occurs at each propagation step. If 
case (3) occurs nothing is changed, and the photon continues on the same trajectory in the 
next step. If case (2) occurs—sidewall intersection—then the angle of incidence and 
associated Fresnel reflection coefficient are computed. A random number is drawn and 
compared with this reflection coefficient to determine whether or not the photon exits the 
LSS. If the photon is absorbed (case 1) then a random number is drawn and compared to 
the quantum yield of the chromophore to determine whether or not a new photon is re-
emitted. If one is re-emitted its new propagation direction is obtained by random draw 
from uniform distributions of zenith and azimuth angles, and its new wavelength is 
obtained by random draw from a distribution set by the fluorophore’s emission spectrum, 
modified such that the emission wavelength is not permitted to be smaller than the 
wavelength of the photon before it was absorbed. This simple approach to propagating 
photons through the LSS permits most of the relevant physics to be captured. Iteration 
over N photons allows the performance of the LSS to be simulated. For batch runs to 
investigate parameter dependencies we usually used N = 20,000, and for results presented 
here we used N = 100,000 photons to simulate the performance.  

For our study we sought to simulate a system that is realistically feasible using 
present technology. We chose glass or polymer materials doped with semiconductor 
nanocrystals to serve as the luminescent segments of the LSS. We selected a refractive 
index for the LSS of n1 = 1.62, corresponding to optical glass, but the cladding index, n0, 
was a varied parameter. We did not adjust n1 to account for the presence of (higher index) 
nanocrystals because the loading fractions were relatively small. To emulate actual 
nanocrystal optical behavior we used absorption and emission spectra obtained from 
literature reports on actual materials. One advantage of using semiconductor nanocrystals 
in the LSS is the tunability of their bandgap based on nanocrystal size. This property 
along with the use of just three different nanocrystal materials (CdSe, InAs, and PbSe) 
would allow almost any band gap to be obtained between 450 nm and 2000 nm. We 
could not obtain separate unique spectra for every possible band-gap value. Therefore, we 
obtained absorption and emission spectra from six separate reports, and translated the 

                                                 
1  We also simulated input angle distributions that were (1) a delta function at incidence = 0 (i.e., a uniform 

plane wave in the z-direction) and (2) a realistic distribution obtained from a parabolic concentrator. The 
performance was quite insensitive to the initial distribution of input angles. 
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nearest spectrum to match whatever bandgap value was desired in each segment of the 
LSS in a simulation run.2 The six absorption spectra are shown in Figure 3. The output of 
each Monte Carlo ray-tracing run was a data structure that contained the propagation 
history and fate of each test ray. From these data we derived all the results given in the 
next section.  

 
Figure 3. Absorption spectra used for model runs. Two of the spectra are from CdSe 

nanocrystals of different sizes [1, 2], one is from InAs nanocrystals [3], and the other three 
are from PbSe nanocrystals of various sizes [4–6]. 

  

                                                 
2  For example, if the spectrum for nanocrystals with a band edge absorption at 1600 nm were desired, the 

green spectrum in Figure 3 would be selected and translated such that its first absorption peak matched 
1600 nm. 
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4. Results 

Our simulation experiments had two main goals. First we sought to identify the 
design parameters that yielded the best optical efficiency for a given low optical 
concentration (2× to 10×). We then sought to quantify the sensitivity of the optical 
performance to these design parameters.  

A. Quantum Efficiencies Attainable 
To explore efficiency limits, we empirically optimized the optical efficiency by 

running batches of simulations in which we varied Lseg/R between 0.1 and 10, n0 between 
1.4 and 1.55, and Ptrans between 0.0001 and 0.02, with other parameter values held 
constant (n1 = 1.62, QY = 1.0). In general when Lseg/R increased and when n0 increased, 
the optical efficiency increased (but concentration decreased). A number of parameter 
combinations were identified for which the optical quantum efficiency (QE, i.e., number 
of photons out divided by number input) exceeded 90%, and we present the results of one 
typical high QE example in this section.  

When we set Lseg/R = 5.0 and n0 = 1.60, we obtained QE = 94% and PE = 75% for 
the LSS (QE = 80% and PE = 70% when only side walls are counted). Figure 4 shows 
how the output spectrum varies along the length of the LSS when we assume an input 
concentration (C1) of 94×. In this design, the spacing length is large enough (Lspace/Lseg = 
5.0) that the emission spectra from adjacent color segments do not overlap significantly. 
Furthermore, these data show that relatively narrowband emission exits each segment of 
the LSS. Based on the results of this run, the probability of reabsorption inside the same 
segment was 0.35, which gives a photon better than even odds of escaping without 
reabsorption. With some conversion3 this reabsorption probability means that on average 
an emitted photon travels 2.3 times as far as the average distance to a boundary of the 
color segment before being reabsorbed [2.3 = –1/ln(1 – 0.35)]. For comparison, standard 
LSC designs have a ratio of average transmission length (l) to disk radius (r) in the range 
of l/r = 0.05 to 0.1. A good discussion of how l/r relates to re-absorption and overall 
efficiency of LSCs is given by Olson [8]. Because the QY was assumed to be 100% in 
these optimization simulations, the reabsorption did not have too severe an impact on the 
QE of the LSS. The most important source of QE loss by far was fluorescence. It traveled 
in the reverse direction back out the front (5%), which we term, “return losses.” The 

                                                 
3  From Beers law a simple derivation yields: ݈ ҧ

,ݎሺܮۃ ,ݖ ߶, ൗۄሻߠ ൌ െ1
logሺ1ۃ െ ൗۄ୰ୣୟୠୱ୭୰ୠ୲୧୭୬ሻ݌  where <…> 

indicates an average over r, z is the position from which a photon is emitted and ,  is the angular 
direction of its emission. L(r,z,,) is the distance to the boundary of the color segment, and ݈ ҧ is the 
inverse of the extinction coefficient (i.e., the average distance a photon propagates before being 
absorbed). 
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severity of this loss mode does depend on the how many cycles of re-emission a ray 
undergoes, but for this design it was not too severe.  

 
Figure 4. Two representations of the wavelength spectrum of the LSS optical output are 
given as a function of z. On the left a color map indicates number of photons emitted at 

each wavelength  and position z out of the N = 100,000 input. On the right the spectrum of 
all photons output from four separate regions of the LSS (indicated by dashed lines on the 
left-hand side) plus the back end of the LSS are shown. The inset to the left figure shows 
the absorption and emission spectra for each color segment of this design. The design 

parameters yielding this result are Lseg/R = 5.0 and n0 = 1.60, n1 = 1.62, Ptrans = 0.01, Lspace/R 
= 5.04. 

B. Trade-off: Quantum Efficiency vs. Concentration and Temperature 
Based on the design parameters for this run we compute two illustrative net 

concentration values, CNET,1 and CNET,2. The first corresponds to a case where PV would 
cover all locations along the length of the LLS where a photon is emitted, and is 
computed by equation 5, yielding 2×. The second estimate of net concentration assumes 
that only the length of each color segment is covered by PV and none of the spacing 
between color segments has PV coverage, so instead of equation 4, the deconcentration 
factor of the LSS is D2 = 2Lseg/R. The net concentration ratio based on this assumption is 
9.4×. In Figure 5 we show the distribution of QE and PE along the z-axis of the LSS and 
then, based on those data, how these efficiencies vary with net concentration when the 
fraction of PV coverage on the LSS sidewall is varied. We find that although covering 
only the color segment portions of the LSS (and none of the space between) can yield a 
higher net concentration ratio (9.4×), one pays a penalty (~10%) in QE as the curve 
begins to roll off. All LSS designs exhibited a trade-off between QE and net geometric 
concentration (PV savings) like that shown in Figure 5(b). We can generalize that a QE 
within about 1%–2% of the CNET,1 is obtained for a net concentration value around half-
way between CNET,1 and CNET,2.  
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Figure 5. On the left-hand side differential quantum and power efficiency along the z-axis 

of the LSS are given for the design described in Figure 4. By sorting each differential 
contribution, the cumulative distribution of QE or PE can be computed as a function of 
cumulative length Z that is covered by PV. The total Z area that is covered is inversely 

proportional to net concentration of the system. The right-hand plot shows the trade-off 
between QE or PE and net concentration for this particular design. Red dashed lines in the 
plot indicate nominal concentration values: CNET,2 = C1/D1 where D1 = 2Lseg/R is computed 

on the basis of covering only the length of each color segment and no more; CNET,1 = C1/D2 
where D2 = 2Lseg/R *(1 + 2 tanTIR) is based on covering not only the length of each color 
segment, but also the maximum Z distance that a ray that meets the TIR condition can 

traverse before meeting the wall after departing a color segment. 

The previous results gave a reasonable estimate for how efficient a basic LSS design 
could be realized if net concentration values of less than 10× are required. We also 
explored how much the efficiency is reduced if much higher net concentration values are 
required, for example, 100×–500×. For such a case larger values of LSS are required, so 
n0 must be reduced, which results in a lower fraction of isotropic emission escaping the 
sidewalls of the LSS and therefore lower QE. More important, though, is temperature. 
Because of the deconcentration factor (greater than 2×–5× in general) required to keep 
the average path length for exiting photons <L> lower than the average absorption length 
l, net concentrations of 100×–500× require primary concentrations of 500×–1500×. At 

these primary concentrations, the radiative load into the LSS may exceed 85 W/cm2 and 
if QY is much less than unity (e.g., say, 20%), heating loads can be over 10 kW/cm3, 
leading to temperatures well above 100 °C. At such temperatures severe mechanical 
degradation would be likely, as well as the degradation of luminescent quantum yield that 
sets in at even moderate temperatures (e.g., 70–100 °C). For these reasons results of 
designs for medium and high concentration are not reported here.  

C. Solar-to-Electric Conversion Estimates 
We calculated the solar-to-electric conversion efficiency that would be achievable if 

PV cells with bandgaps matched to these optical spectra (e.g., AlInGaP, InGaAs, Si, and 
Ge) were coupled each of our LSS designs. We used reported VOCs and EQE spectra to 
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compute the current generation and found that a system based on the results in Figure 4 
and Figure 5 would yield a solar-to-electric conversion efficiency in the neighborhood of 
30%, depending on exactly what band-gap values are chosen and how high the Voc 
actually is for each cell. The individual efficiencies of each channel were 58%, 56%, 
30%, and 11% (high to low band gap). When we allowed EQE to go to unity for each 
cell, the system efficiency increased to around 35%, with individual channel efficiencies 
of 63%, 61%, 39%, and 15% (high to low band gap). For the color segments coupled to 
PV cells with band gaps above 1 eV, the individual channel efficiency results are quite 
consistent with the reported performance of PV cells (so-called photovoltaic power 
converters), which are designed to convert narrowband laser illumination to electricity 
[17–19]. In such devices light-to-electricity conversion is in the 50%–60% efficiency 
range. The individual channel efficiencies for lower band gaps in our model are lower 
because of higher dark currents. Appendix A gives a more detailed explanation of our 
estimates for solar-to-electric efficiency. 

D. LSS Dependence on Luminescence Quantum-Yield and Other 
Design Parameters 
Because the assumption of unity QY in the foregoing results represents by far the 

most optimistic of all parameter assumptions, it is important to know how sensitive the 
performance is to the QY of individual fluorophores. Figure 6 shows that the overall 
efficiency of the LSS varies almost linearly with QY. This behavior is significantly 
different than what would be observed in more common flat-panel LSCs, where the 
likelihood of reabsorption is much greater. Roughly speaking, we would expect the 
overall quantum efficiency of an LSS or LSC to vary according to QY<n>, where <n> is 
the average number of absorption events that occur for rays entering the system. The 
larger <n> is, the more nonlinear the dependence on QY will be. The LSS is designed to 
have <n> ≈ 1, and we see this realized in Figure 6. 

We evaluated the sensitivity of LSS performance to a large number of parameters 
besides QY. These included (with associated range of variation): Lseg/R (0.01–50), n0 
(1.0–1.6), n1 (1.5–1.62), Ptrans (0.005–0.1), and Lspace/R (2–50). Of these parameters, the 
optical efficiency was most sensitive to n0, followed by Lseg/R. The dependence of total 
QE on Ptrans was quite weak because it included photons that exit the back of the LSS; 
however, the high QE out the side of LSS requires Ptrans to be low (less than 0.05). 
Another reason Ptrans must be small is the ratio of PE/QE goes down as Ptrans increases, 
since it permits a larger fraction of light that is intended to be absorbed to pass to the next 
segment with a lower energy bandgap. We also experimented with varying parameters 
that are not yet under the LSS designer’s control, given current technology. We varied the 
Stokes shift beyond its reported value by a factor of between 50% and 150%. This 
yielded a small benefit in QE of the LSS, but it also compromised the power efficiency 
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(PE). The relatively limited QE benefit of artificially inflating the Stokes shift is an 
indication that reabsorption, by design, is a relatively minor factor in the performance of 
the LSS. Taken together, our results indicate that QY of the fluorophores is the single 
most important parameter that requires optimization to approach the LSS performance 
indicated by these results. 

   
Figure 6. The dependence on fluorophore quantum yield (QY) of total QE, total PE, and 

side-only QE and PE (solid lines with markers) for the medium concentration LSS design 
whose results were given in Figure 4 and Figure 5 (Lseg/R = 4.0 and n0 = 1.50, n1 = 1.62, 

Ptrans = 0.005, Lspace/R = 15.6). For comparison, the dashed lines indicate, based on Olson et 
al., how LSC quantum efficiencies would scale with QY for three different geometric 

concentration values ranging from 2× to 60×. The average number of reabsorptions for 
these three LSC cases are 1.3, 4.4, and 7.0. In the calculation of theoretical LSC QE, the 

losses associated with isotropic emission that does not meet the TIR condition are 
ignored (loss cone set to zero), and values are rescaled to match the LSS at QY = 1. This 

emphasizes the variation of LSC QE with QY. 
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5. Findings 

A. Loss Mechanisms in LSCs and LSS Concept 
Because the LSS concept is so closely related to LSCs, it is worth comparing their 

main loss mechanisms. To begin with, both suffer from “return losses” incurred when a 
fraction of isotropically re-emitted photons (after initial absorption of the incident light) 
propagate back in the direction from which they originated.  

For conventional LSCs, the return loss or the likelihood of isotropic emission falling 
within the front-side “loss cone” (i.e., not meeting the TIR criterion and propagating back 
out the front face) is LRET,LSC = ½(1–cos(TIR)) or, in terms of the LSC and cladding 

refractive indices, LRET,LSC =
ଵ

ଶ
ሺ1 െ ඥ1 െ ሺ݊଴/݊ଵሻଶ). [20, 21]. For LSCs with thin-film 

absorber coatings on the front exterior surface of the waveguide, emission originates 
from the interface between two indices. The fraction which is re-emitted back out of the 
front surface is given by the ensemble-averaged probability that the emission falls in the 
upper hemisphere with lower refractive index n0. That probability depends on the ratio 
between the square of the refractive indices—the return loss probability is n0

2/(n0
2 + n1

2). 
For the case of the LSS, the return loss is a complicated expression described in Figure 9 
(see Appendix B for derivation). However, the general trend can be seen in the 
expression for return loss along meridional rays only—emission that originates from the 
center of the cylinder: LRET,LSS = ½·(1 – cos(/ 2 – TIR)) = ½·(1 – n0/n1), which 
decreases as n0 increases. A comparison of the return losses out the front aperture of the 
LSS and conventional LSC shows that they trend in opposite directions with cladding 
index n0. Furthermore, we find that that for a waveguide index of n1 = 1.62, the LSS can 
achieve lower minimum return losses (approaching zero), whereas the minimum LSC 
return loss is ~10% as illustrated in Figure 7, since the cladding index cannot be lower 
than 1. To combat the return loss in the LSS, the cladding index n0 can be increased, but 
only at the expense of reducing the aperture of the LSS input and increasing 
deconcentration (equation 4). Both of these lead to reduced net concentration. For the 
cladding indices considered in this paper, the return losses ranged from 0.05 to 0.25—
generally comparable to or smaller than the return losses experienced by a conventional 
LSC.  

Another loss occurs in both the LSS and LSC when not all of the incident, above-
bandgap photons are absorbed by a color segment—that is, when Ptrans is too large. In 
both systems this loss is mitigated by increasing the fluorophore concentration, but the 
consequences for the LSS and LSC are different. When fluorphore concentration is 
increased for an LSC, the reabsorption probability is amplified substantially, since the 
path length over which emitted photons must traverse to reach the exit aperture of an 
LSC is much longer than the absorption path length for the incident photons. In the LSS 
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the opposite is true—the path length for emitted photons to exit the LSS is shorter than 
the absorption path length—so reabsorption is not severely affected by reducing initial 
absorption losses to near zero in the LSS. But ensuring complete absorption in the LSS 
while holding reabsorption probability constant amounts to lengthening a color 
segment—increasing Lseg/R. So the price paid for ensuring complete absorption in an LSS 
is decreased net concentration. Note, though, that the sensitivity of net concentration to 
Lseg/R is not as severe as it is to n0. 

 
Figure 7. Calculated return losses for a conventional LSC (red), thin-film LSC (cyan), a 

cylindrical LSS (blue), and for the photons emitted from the center (r = 0) of a cylindrical 
LSS (green). These curves are based on analytic expressions and approximations stated 

in the text and Appendix B.  

Finally, for a given device geometry, the single most important dictator of either 
LSS or LSC quantum efficiency is the quantum yield of individual fluorophores. 
However, as we noted earlier, whereas the quantum efficiency of an LSC depends on QY 
in a nonlinear degree, the QY dependence of the LSS should be approximately linear. 
This behavior of the LSS should permit a more graceful degradation of device 
performance if QY is compromised. A drop in fluorophore QY is the single largest risk to 
achieving the ideal performance indicated in the results of this paper. 

One potential source of QY degradation for the fluorophores is elevated 
temperature. For semiconductor nanocrystals, this phenomenon is well known, though it 
may vary among materials. In most reports the temperature dependence of QY is 
documented for temperatures less than room temperature [22, 23]. Extrapolation from 
these results suggests that a decrease in QY of between 20% and 50% relative to RT 
would be expected when the temperature increases from 25 °C to 75 °C. We used the 
results of our Monte Carlo runs (difference between absorption and emission 
wavelengths) to estimate the heating load on the LSS as a function of position. An 
example, based on the design used for the run shown in Figure 4 and Figure 5, is given in 
Figure 8, showing the heat load for both QY = 100% and QY = 20%. Based on the 
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heating profile for the QY = 100% case in PMMA material and boundary conditions of 
constant heat-transfer coefficient on the side walls (h = 20 W/m2/K), we use a finite 
element analysis (FEA) to computed temperatures ranging from 61 °C to 83 °C. The 
spread of temperatures occurs because the incident light absorption is exponentially 
distributed along the length of an LSS color section. A more sophisticated LSS design 
could narrow this distribution of temperatures (to about 70 °C) by varying the doping 
level along the length of the LSS so that the heating load is more evenly distributed along 
the LSS length. This result confirms that this LSS design could be operated without 
active cooling without too severe a temperature increase. Of course, as the temperature 
increases the QY can decrease, which would, in turn, feed back by increasing the heat 
load as more fluorophores dissipate photon excitation energy by non-radiative relaxation. 
Quantitative estimates of performance would require iteration between (1) FEA to 
determine temperature based on heating and (2) calculating QY = f(T) to determine 
heating as function of temperature. Such an analysis was beyond the scope of this effort, 
but the potential for such a vicious cycle makes clear how crucial the effective removal of 
heat would be to the realization of any LSS design. To give a sense of how much extra 
heating might be observed, we also ran the FEA model using the heating load for the QY 
= 20% case and found average temperatures around 97 °C. 

 
Figure 8. This plot illustrates the calculated heating loads (W/mm3) on an LSS as a 

function of position along the length of the LSS and radial position inside the LSS. The 
heating loads are rotationally symmetric, so each coordinate on these plots gives the 

heating load on an annular region. The results on the right include only heating 
contributions arising from the energy difference between absorbed and emitted photons 

that arise from thermalization of photogenerated carriers to the band edge of the 
nanocrystal plus the Stokes shift of luminescence. It does not include heating from non-

radiative relaxation since QY was unity in this model run. The heating load on the left side 
corresponds to the same design but with QY = 20% instead of unity, so nonradiative 

relaxation is included. These two cases approximate the bounds on heating inside this 
LSS design (minimum on left, maximum on right). 
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B. Overcoming the Trade-off between Quantum Efficiency and Net 
Concentration 
The LSS results we have presented indicate that the highest optical efficiencies (and 

lowest operating temperatures) generally require the LSS to introduce a net de-
concentration of the optical flux for two reasons: 

1. The cladding index n0 must be made close to n1 to permit a large range of 
angles to escape the LSS. Bringing n0 close to n1 also reduces the numerical 
aperture that the LSS light guide can accommodate, which limits primary 
concentration and therefore temperature. 

2. Lseg/R should be made large to reduce the probability of reabsorption for a 
given value of Ptrans. Increasing Lseg/R also helps manage temperature by 
spreading the heating over a larger volume. 

Through many iterations of parameter variation in our model we have found that the 
requirement for large n0 drives the trade-off between concentration and QE most strongly 
because it affects the net concentration in two ways: (1) emitted photons are spread over 
a larger range of z along the LSS, and (2) larger n0 reduces the permitted primary 
concentration by reducing the numerical aperture of the LSS. It is worth considering how 
this tradeoff might be overcome. 

One option for overcoming the tradeoff between concentration and LSS efficiency 
that is possible with existing technology is to introduce secondary concentrator optics to 
the LSS that collect the optical output of the LSS and refocus it to the PV targets. No new 
technology is required, but a few optical limitations have to be considered. First, if we 
wish to employ secondary concentrators, a rectilinear LSS design would probably be 
preferable to the rotationally symmetric cylindrical ones considered in this paper. The 
more important optical constraint, however, is the fairly wide angle distribution of the 
optical output from the LSS. Nonimaging optics dictate that the maximum concentration 
an optic can deliver is related to the square of the ratio sin (out) / sin (in), where out and 
in are the maximum angles accommodated by the input and output apertures of the 
secondary concentrator. Figure 9 shows the angle distribution of the LSS output, which 
spans almost the full range of 0 to /2, although the majority of the rays are grouped 
around /4. To obtain appreciable secondary concentration, in cannot be too large, so an 
optimized design might have to sacrifice some of this distribution and hence reduce its 
QE. Note, however, that that those rays that the secondary concentrator “rejects” would 
be returned to the LSS, and some of them might enjoy a second opportunity for collection 
in another segment. More detailed analysis would be required to identify the optimal 
tradeoff of ray rejection and concentration for an LSS. This idea of secondary 
concentration was suggested over 30 years ago for LSCs and is reported to yield between 
1.5× and 2× with its limit set by the distribution of angles at the output [24, 25].  
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A more exotic option for overcoming the tradeoff between concentration and LSS 
efficiency involves a technology that does not yet exist in such a mature form: anisotropic 
fluorescence from aligned dipoles. Recall that the widely applied assumption of isotropic 
fluorescence in LSCs (and luminescent materials in general) is actually based on an 
ensemble average over many anisotropic dipoles whose orientations are randomly 
distributed. If the dipoles could be oriented such that they all were parallel to the z-axis of 
the LSS, then re-emitted photons would be more likely to propagate in a direction 
perpendicular to the z-axis (likely to exit the LSS) than parallel to it (trapped inside the 
LSS). More precisely, the probability of a photon being re-emitted with an angle e 
relative to the z-axis would be 2 sin2(e / . This kind of control over the direction of 
fluorescence would permit n0 to be reduced relative to n1 (and concentration increased), 
while maintaining a constant value of QE. Also, the benefit of a secondary concentrator 
would be enhanced since the distribution of angles for photons exiting would be smaller. 
On the other hand, an ensemble of uniformly aligned dipole emitters would also have 
enhanced absorption along the same axes as the enhanced emission (perpendicular to the 
z-axis). Therefore, larger values of Lseg/R would be required to keep the ratio between 
probability of reabsorption and probability of initial absorption in a color segment 
sufficiently low. Because n0 drives the tradeoff between QE and net concentration more 
strongly than Lseg/R, we expect that the benefits of uniformly oriented, non-isotropic 
emitters to reducing n0 would more than outweigh any required increase of Lseg/R to 
maintain low re-absorption. The feasibility of orienting dye molecules and nanocrystals at 
the nanoscale has been demonstrated for the purpose of improving LSC performance, 
among other applications [26–29]. Future investigation of LSS designs should explore 
this trade space using non-isotropic emission from fluorophores. If substantial benefits to 
LSS performance were found, it would provide a strong motivation to explore technical 
approaches to realizing such emitters. 
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Figure 9. This plot shows the distribution of exit angles relative to the cylinder surface for 

rays in each segment of an LSS whose design is the same as the one for which results 
were given in Figure 4 and Figure 5 (medium concentration, CNET,1 = 2, CNET,2 = 10). 
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6. Conclusions and Summary 

This paper has summarized an investigation of the performance of the LSS concept: 
a novel variation on LSCs for the purpose of dividing the solar (or any broadband 
spectrum) into spectral components with high quantum efficiency. Whereas the primary 
motivation of LSCs is to concentrate solar radiation, leaving division of the spectrum a 
secondary priority, the idea behind LSS is to design a chromophore-doped optical light 
guide whose primary function is to divide the solar spectrum, leaving concentration to 
other optical components in the system. Using a Monte Carlo ray-tracing model we 
conducted an initial exploration of the LSS design space, trying to estimate its 
performance limits. We found that the optical quantum efficiency and power efficiency 
of a cylindrical LSS can be much higher than those realized for typical LSCs, but this 
comes at the expense of optical concentration. We identified a notional design with net 
concentration between 2× and 10× whose QE reaches 95%. For designs that would 
permit high concentration (e.g., 100×–500×), our model indicated that the QE would be 
substantially reduced (to around 40%). But more important, thermal loads imposed on an 
LSS that seeks 100×–500× concentration would drive operating temperatures well into 
the 100 °C and higher. Based on this, we conclude that the LSS approach appears 
uniquely suited to low-concentration applications; this limits PV material options to those 
whose costs are not overwhelming. The QE and optical and electrical power efficiency 
results of our modeling do not represent true upper bounds—just the best performers in 
this study—so more variation of parameters including the bandgap set may yield slightly 
better efficiencies.  

The LSS performance modeling given by the results in this paper is an idealization, 
but only in one major respect—the assumption of unity QY for all of the fluorophores. 
All other modeling assumptions, including absorption and emission spectra, were derived 
from existing materials and technology. Like LSCs, the performance of the LSS does 
critically depend on QY. However, we showed that LSS efficiency varies linearly with 
QY, whereas an LSC would exhibit much more sensitive nonlinear dependence on QY 
because the LSS requires far fewer reasborption events than an LSC before the ray exits 
the device. The present state of the art in nanocrystal synthesis has demonstrated 
luminescent QY of over 70% for CdTe, over 80% and approaching unity (>99%) for 
CdSe [30–33], over 80% for PbSe [34], and 50% for InAs [35], so our assumption of 
100% QY to explore the potential of an LSS is optimistic, but not gratuitous. 
Furthermore, incorporation of nanocrystals into polymer solids has been demonstrated for 
many matrices, ranging from polymers to sol-gel titania matrices [10–15]. Incorporation 
into some matrices (particularly when a free-radical polumer initiator like AIBN is 
involved) can reduce the luminescent QY somewhat, but incorporation into other 
polymers has been demonstrated to be possible with no loss in QY [9]. Nanocrystal-
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doped polymers and glasses with 100% quantum yield have not yet been realized, though 
there is no fundamental reason that very high QY and matrix incorporation could not be 
combined.  

Thermal management in this approach is a central issue of which we only scratched 
the surface. Our preliminary thermal analysis suggested that temperatures inside an LSS 
under 94× primary concentration (2×–10× net concentration) would not be too severe 
(Tmax ≈ 61–83 °C at high QY), but there remains a risk that elevated temperatures could 
reduce the QY. Given the interdependence of QY and temperature inside an LSS, a more 
detailed thermal analysis is still needed to better elucidate how a real system might 
perform.  

We identified two design improvements that might allow the tradeoff we observed 
between LSS efficiency and net concentration to be broken. One, the use of secondary 
concentrators, probably has limitations because of the wide distribution of angles in the 
light that exits the LSS, but it requires no fundamental technology. The second, aligned 
anisotropic luminescence, represents an approach that would require significant 
technological development. Besides these two ideas there is definitely room for 
improvement of the light-pipe optical design. Recent advances in solid-state lighting 
optics might be brought to bear by considering, for example, non-rotationally symmetric 
designs. Light guides with hexagonal or rectangular cross sections, instead of circular 
(like the LSS considered in this study) are not only needed to accommodate flat solar 
cells, but also would permit tiling of multiple units into an array. Most important, though, 
non-rotationally symmetric designs may relax the trade-off between cladding and 
concentration, allowing higher concentration and improved optical efficiency. Taken 
together all these approaches could open a path to appreciable concentration levels that 
may permit the use of higher cost III-V materials that are currently available for 
multijunction PV. 

In its present, rudimentary form, we were not able to identify LSS designs with 
more than low optical concentration whose ideal quantum efficiencies were high enough 
to promise system efficiencies (30%–40% SPE) that can outperform emerging 
multijunction PV cells that deliver over 40% efficiency at high concentration. However, 
the LSS concept demonstrates some novel points. First, simple modification of the LSC 
geometry can yield substantially higher QE and changes the design problem. Second, if 
optical spectrum splitting is the goal of a CPV module, the LSS approach offers a design 
that is inherently simple. This means it would be relatively inexpensive to manufacture 
and is likely to be robust. Furthermore, the approach is inherently extensible: adding 
more bandgaps to an existing, optimized design would require practically no redesign, 
and using nanocrystals as these designs do permits practically any bandgap set to be 
realized. These benefits, coupled with the potential for substantially better performance 
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than presented in this paper, make the LSS approach to optical splitting of the solar 
spectrum a topic worthy of further investigation. 
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7. Recommendations 

This paper documents research that represents only an initial investigation of the 
potential utility of the LSS concept. We believe that follow-up research—including not 
only modeling but, more important, experimentation—is warranted. A few areas worthy 
of designation are listed here, but many others surely exist: 

 Aligned dipoles and secondary concentration—The results of this paper made 
clear the trade-off that a simple LSS design demands between optical efficiency 
and concentration. But the discussion introduced two possible options that, taken 
separately or together, could break the trade-off to some degree. Significant 
research has already begun on the microscopic alignment of luminescent 
emitters, and this work could be extended to nanocrystals. After modeling the 
potential benefit of aligned emitter dipoles, a critical part of this research must 
include the development of fabrication methods that permit the individual 
molecules or dipoles to be aligned. One possiblility: extrusion methods for 
fabricating a waveguide could naturally drive high-aspect-ratio nanowires into 
some amount of alignment. Research into this area as well as others, including 
the potential benefit of secondary concentration for an LSS, could go a long way 
toward enabling higher net optical concentration without sacrificing too much 
efficiency. 

 Low-cost PV at a variety of bandgaps, especially bandgaps above 2 eV—As the 
discussion section made clear, most of the PV materials that offer good 
performance at a variety of bandgaps between 1 eV and 2 eV are based on III-V 
materials that use very expensive substrates and are expensive to grow and 
process. Typical prices for III-V cells on Ge or GaAs substrates exceed 
$100,000/m2 at present (compared with $400–$600/m2 for silicon PV). At these 
prices, a CPV design needs to provide significant concentration to drive down 
the cost of III-V PV material per unit area of the finished module. The current 
limitations on concentration for the LSS concept preclude it from using high-
performance III-V materials of this variety in any economically competitive 
way. However, future development of new PV materials on inexpensive 
substrates—or PV materials that could be fabricated directly onto the surface of 
a LSS—that cover a wide variety of band-gap values (especially Eg > 2 eV) 
could make the LSS approach much more commercially interesting.  

 Optimizing PV for narrow-band spectra—The development of low-cost III-V 
(and other materials) is a goal that is practically as old as photovoltaics, but the 
LSS approach offers a potentially new opportunity: the PV no longer needs to 
efficiently convert a wide-band incident spectrum. Instead, the LSS illuminates 
the PV on each spectrum channel with a narrow-band spectrum. In principle, 
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this should make the design requirements of the PV less demanding, so a variety 
of cost-cutting opportunities may be found with a concerted research effort. The 
main two requirements of the PV design are (1) high EQE over a 50 nm 
bandwidth at the band edge and (2) maximum VOC for the given illumination 
spectrum. It may be possible to achieve high performance over this much more 
limited spectral band for many materials without the requirements of certain 
window layers, confinement layers, or minimized surface recombination 
velocities.  

 Improved light pipe design—Rectilinear, hexagonal, and other non-rotationally 
symmetric designs should be explored to identify designs that yield better 
optical efficiency and that relax the tradeoff between cladding and net optical 
concentration. Non-rotationally symmetric designs are needed to accommodate 
flat solar cells and would permit the tiling of many units into arrays. Work in 
this direction should leverage recent developments in the field of solid-state 
lighting. 

 Investigate the photobleaching and QY degradation of luminescent materials—
Both the immediate (short-term) QY loss associated with heating and longer 
term loss from photobleaching are important to quantify and understand. One of 
the reasons for ongoing interest in semiconductor inorganic nanocrystals is their 
relative resistance to photobleaching (compared with organic dyes). Under what 
circumstances the QY would remain robust over many years of exposure to 
luminescence and thermal cycling remains to be better understood. 
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Appendix A—Supplementary 1: Solar-to-
Electric System Efficiency Model 

This section describes how we computed estimates of the electrical power output of 
PV cells coupled to an LSS under AM1.5D illumination. Experimental data from actual 
PV cells formed the basis of these estimates so that they would be consistent with 
existing technology. The general approach can be summarized as: (1) obtain EQE 
spectrum for each PV cell; (2) compute the optical power spectrum of the LSS output; (3) 
match the LSS output spectrum to the corresponding EQE spectrum to obtain the short-
circuit current of each cell, Isc; (4) compute the open-circuit voltage of each cell, Voc, 
based on either Isc or by extrapolation from experimentally reported Voc values; (4) 
compute fill factor FF, based on Voc for each cell; (5) compute power output of each cell 
as the product of Isc, Voc, and FF.  

The nanocrystal band edges (luminescence) used in the LSS results of this paper 
were 489 nm, 695 nm, 1010 nm, and 1900 nm. Based on the luminescent output of the 
LSS, we selected the following set of desired bandgaps for the PV that we might couple 
to the LSS: 2.1 eV, 1.45 eV, 0.99 eV, 0.56 eV. We were not able to identify literature 
reports for PV with these exact bandgaps. Instead, we identified a set of eight different 
reports on PV cells that were generally made of ternary or quaternary III-V 
semiconductor materials. This meant that the results which were reported on each PV cell 
at a particular bandgap can plausibly be shifted within a certain range to match the 
bandgaps we desire. The experimental EQE for eight different PV cells that we identified 
are given in Figure 10. Table 1 lists the material to which each of the EQE spectra 
corresponds, as well as a more general material class of which that material is a member. 
For each of the eight types of material, we identified a range of bandgaps over which 
such a material might reasonably be tuned. We then used these as a look-up table for 
assigning EQE spectra to each PV cell in our solar-to-electric conversion model. As an 
example, consider the third color segment of our notional LSS for which we identified 
PV with a band gap of 0.99 eV as suitable. We approximate a realistic EQE for our 
notional cell by the following steps. First, identify InGaAs as the material into whose 
bandgap domain 0.99 eV falls. Then take the representative example of this material—a 
0.89 eV InGaAs cell—and translate its EQE spectrum (cyan line in Figure 10) by the 
difference between its actual bandgap and our desired bandgap, 0.99 – 0.89 = 0.1 eV, to 
obtain the experimental EQE spectrum of the notional PV cell placed on the third 
segment of this LSS design. The result of carrying out this procedure for all five output 
channels of the LSS is overlaid on a rescaled power spectrum of the LSS output in Figure 
11. 
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Figure 10. EQE Spectra from reports on eight different PV cells of various materials and 

band gaps. 

 
Table 1. List of the eight different PV materials whose experimental EQE are given in 

Figure 10, along with a more general material class to which each material belongs and 
over which its band gap could be tuned. 

 
 

To model performance in the limit of nearly perfect EQE, we also carried out runs 
for which we dispensed with the experimental EQE spectra altogether, replacing them 
with simple Heaviside step functions that are 0 below the band gap and a constant value 
above the band gap. We set the constant to either the maximum value from each of the 
eight representative EQE spectra or to unity. Increasing the EQE to either of these ideal 
cases gave us a sense for how much improvement could be realized if cells with ideal 
EQE were coupled to the LSS system. 

SELECTED LABORATORY  CELLS GENERIC CELL CLASS
Bandgap 
Range: MIN

Bandgap 
Range: MAX

LMM InGaP (2.1eV) IMM AlInGaP  (Eg = 1.27 - 2.3) 2.1 2.35
LM InGaP (1.83eV) IMM AlInGaP  (Eg = 1.27 - 2.3) 1.43 2.1

GaAs (crystalline) GaAs 1.42 1.43
IMM InGaAs  (1.34eV; In=4%) LMM InGaAs (Eg=1.2-1.42) 1.2 1.42
IMM InGaAs  (0.89eV; In=37%)  +   IM LMM InGaAs (Eg=0.75-1.20) 0.75 1.2
GaSb (0.68) GaSb 0.67 0.75

InGaAs (0.60eV) InGaAs (Eg=0.60‐0.75) 0.6 0.67

InGaAsSb (0.56eV) InGaAsSb (Eg=0.50‐0.60) 0.5 0.6
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Figure 11. Modified experimental EQE spectra overlaid on a rescaled power spectrum of 

the optical output of the LSS described in figure 7 of the results. These EQE spectra come 
from measurements in real materials, but are translated a small amount to correspond to 

the desired band gap for the notional PV cell. 

 

To compute the short-circuit current of each PV cell in the system model, we 
require not only a realistic EQE spectrum for each cell, but also an accurate estimate of 
the number of photons emitted from the LSS at each wavelength. The results given in 
Figure 4–Figure 7 tell us how many of NMC input photons were emitted in the Monte 
Carlo simulation, but the number used for the simulation, NMC, is far smaller than the 
actual number of photons that would be incident on the LSS per second in actual 
operation. Therefore, we computed a scale factor to convert the Monte Carlo spectrum to 
an estimate of the actual number of photons emitter per second under real conditions. The 
number of photons incident on the LSS device is obtained by first dividing the AM1.5D 
spectrum by photon energy at each wavelength to yield a “number spectrum” of incident 
light per square meter per second: 

݀݊஺ெଵହሺߣሻ ൌ
ሻߣ஺ெଵହሺ݌݀

ߣ/݄ܿ
 

where the lower case variables n and p indicate number and power per unit area. We 
assumed that the primary optic had no losses and provided optical concentration at the 
limit based on its input and output acceptance angles (equation 3), so the number 
spectrum for photons entering the LSS is just a multiple of the number spectrum of 
incident radiation, 

݀ LܰSS,INሺߣሻ ൌ ଵ୫ୟ୶ܥ ൈ LSS,INܣ ൈ ݀݊஺ெଵହሺߣሻ 
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We set the input aperture of the LSS to ALSS,IN = 3.14 × 10–6 m2 (R = 1 mm). 
Inserting this value into equation (S2) and integrating over the spectrum gives us the total 
number of photons introduced to the LSS per second, 

LܰSS,IN ൌ න ݀ LܰSS,INሺߣሻ
ఒୀஶ

ఒୀ଴
 

For the three values of C1max corresponding to the results in Figure 4–Figure 7 
(C1max = 546, 719, and 94), the values of NLSS,IN are 6.8 × 1018, 9 × 1018, and 1.2 × 1018. 
The scale factor we desire is obtained by dividing NLSS,IN by the actual number of photons 
used for the Monte Carlo simulation, NMC: χ = NLSS,IN / NMC . For our simulations we 
used scale factors of 6.8 × 1014, 9 × 1014, 1.2 × 1014 (for NMC = 10,000).  

Using this scale factor we computed an estimate for the actual number of photons 
emitted by the LSS channels at each wavelength per second for each channel, k: 

݀ LܰSS,OUT,௞ሺߣሻ ൌ ߯ ൈ ݀ܰMC,OUT,௞ሺߣሻ 

and we computed the optical power spectrum of each channel, 

݀ LܲSS,OUTሺߣሻ ൌ ሺ݄ܿ/ߣሻ ൈ ݀ LܰSS,OUTሺߣሻ 

Using dNLSS,OUT,k the actual number of photons emitted by the LSS channels at each 
wavelength per second and the EQE spectra described earlier, we computed the short-
circuit current of each cell k: 

ௌ஼,௞ܫ ൌ න ሻߣ௞ሺܧܳܧ ൈ ݀ LܰSS,OUT,௞ሺߣሻ
ఒୀஶ

ఒୀ଴
 

We assumed that the cells in this model would cover the entire length of the LSS, so the 
area of these notional cells computes as Acell = 2R(Lseg + Lspace). To get the short-circuit 
current density JSC, we divided ISC by the area of each cell, recognizing that this quantity 
is actually just an average of the truly non-uniform JSC across the surface of the cell. By 
these procedures we arrived at estimates for the short-circuit current of each cell. 

The next step toward estimating the electric output of the PV cells is to estimate the 
open-circuit voltage, which we did by several methods. The first and simplest was to 
employ the rule of thumb that states that Voc is usually about 0.4 V below the band gap. 
So estimate #1 is, 

ைܸ஼,௞
ሺଵሻ ؠ

௞,ீܧ

ݍ
െ 0.4 
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where q is the coulomb charge. In the second approach we computed the reported ratio 
between Voc and EG for each of the eight representative cells reported in Table 1. We then 
multiplied the desired band gap for each notional cell by the empirical ratio of the 
representative cell that most closely matched its band gap. In other words we extrapolated 
the VOC/EG ratio of reported cells to our nearby desired band gaps of each cell k. 

ைܸ஼,௞
ሺଶሻ ؠ ௞,ீܧ ቆ

ைܸ஼,୰ୣ୮୭୰୲ୣୢ

୰ୣ୮୭୰୲ୣୢ,ீܧ
ቇ 

The third method of estimating VOC was based on the well known solutions to the 
minority carrier diffusion equations, using our estimates of JSC to obtain VOC in the 
equation, 

ைܸ஼,௞
ሺଷሻ ؠ ݊

݇஻ܶ
ݍ

ln ቆ
ௌ஼,௞ܬ ൅ ௢ଵ,௞ܬ

௢ଵ,௞ܬ
ቇ 

where T is the operating temperature (K), kB is the Boltzmann constant, nk is the ideality 
factor for cell k, and Jo1,k is the dark current of cell k, which can be expressed as, 

௢ଵ,௞ܬ ൌ ଴଴,௞expܬ ൬
െீܧ,௞

݇஻ܶ
൰ 

One benefit of the theoretical approach is that it explicitly incorporates the benefit 
of higher VOC when cells are operated under concentration (higher JSC). But the drawback 
of this theoretical estimate was our lack of information on the dark saturation current and 
ideality factors for the cells we were modeling. For this reason we generally relied on the 
second method of VOC estimation in our results, unless otherwise noted. This meant that 
our estimates generally ignored any benefits the cells would realize from operation at the 
higher JSC levels. 

The last quantity calculated was the fill factor, which we computed based on the 
well known empirical expression, 

௞ܨܨ ൌ
ைܸ஼,௞ െ ݇஻ܶ

ݍ ݈݊ ൬
ݍ ைܸ஼,௞

݇஻ܶ ൅ 0.72൰

ைܸ஼,௞ ൅ ݇஻ܶ
ݍ

 

Finally, the power output of each cell k was computed by the product of our 
estimates of short-circuit current, open-circuit voltage, and fill factor on each cell, Pk = 
ISC,k × VOC,k × FFk. Simple summation over each of these cells yielded the total electric 
power produced from these cells, ୲ܲ୭୲,ୣ୪ୣୡ ൌ ∑ ௞ܲ

ேౙ౛ౢౢ౩
௞ୀଵ  . This, of course, means that we 

are ignoring the small losses associated with the power electronics required to combine 
electrical output from cells of different voltage. Dividing the total electrical output of the 
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LSS by the power of the AM1.5D insolation at the input aperture of the system yielded 
our estimates of the solar-to-electric power efficiency: 

ୱ୭୪ୟ୰ଶୣ୪ୣୡߟ ؠ ୲ܲ୭୲,ୣ୪ୣୡ

஺ܲெଵହሺߣሻ
ൌ

∑ ൫ܫௌ஼,௞ ைܸ஼,௞ܨܨ௞൯ேౙ౛ౢౢ౩
௞ୀଵ

൫ܥଵ୫ୟ୶ ൈ ௅ௌௌ,ூே൯ܣ ൈ ׬ ሻఒୀஶߣ஺ெଵହሺ݌݀
ఒୀ଴

 

For results quoted in the main text we relied on the using the experimental EQE spectra 
and estimated open-circuit voltage using the second method, VOC

(2). 

 

  



39 

Appendix B—Supplementary 2: Fraction of 
Isotropic Light Emission That Escapes a 

Cylinder of High Refractive Index 

In the analysis of the LSS performance a key attribute is what fraction of 
isotropically emitted light escapes from inside a cylinder of refractive index n1 and 
cladding index of n0. Similiarly, the return losses, or the fraction of isotropic emission 
that is contained by TIR and propagates back toward the entrance aperture of the LSS, is 
also of interest. For structures with only one dimension of translational symmetry (like 
the LSS), computing the fraction of isotropic emission that meets the TIR condition is not 
as simple as for those that have two dimensions of translational symmetry (like the planar 
LSC), and the expressions are more complicated. In this section, we outline a derivation 
of the fraction of light that does not meet the TIR condition when isotropically emitted 
from inside a cylinder. 

The first thing to note in this problem is that the fraction that meets the TIR 
condition depends on the location of the origin of the isotropic emission within the 
cylinder. Because of the rotational symmetry of the cylinder, this fraction is not 
dependent on the azimuth location, but it does depend on the radial location of the origin 
of the emission. Our goal, then is to compute what fraction of 4 Sr is subtended by rays 
emitted from a location (r0, z0), whose angle with the cylinder wall is smaller than the 
TIR angle. Figure 12 illustrates the key vectors involved in setting up the problem. 

 
Figure 12. Illustration of vectors involved in calculation of the fraction of isotropic 

emission that does not meet the TIR condition. 

The vector to the location of isotropic emission is ݑሬԦ ൌ ,଴cos߶଴ݎۃ ,଴sin߶଴ݎ  and ,ۄ0
the vector of an emitted ray from the point of origin to the intersection with the cylinder 
wall is given by ݒԦ ൌ ,෠cos߶෠ߠොsinߩۃ ,෠sin߶෠ߠොsinߩ  The position on the wall where the .ۄ෠ߠොcosߩ
intersection occurs is given by the vector ݓሬሬԦ ൌ ,cos߶௪ܴۃ ܴsin߶௪,  and the unit ,ۄ௪ݖ
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normal vector of the wall at the intersection point is ሬ݊Ԧ ൌ ,cos߶௪ۃ sin߶௪,  All these ,ۄ0
vectors are given in Cartesian coordinates. 

The angle of incidence with the cylinder wall, AOI, is given by the dot product of v 
with the normal of the cylinder wall: ݒԦ · ሬ݊Ԧ ൌ ||Ԧݒ|  ሬ݊Ԧ|cosߛ஺ைூ ൌ  ஺ைூ. Substituting theߛcosߩ
expressions for ݑሬԦ, ݒԦ, and ݓሬሬԦ we obtain, 

cosߛ஺ைூ ൌ sinߠ෠൫cos߶෠ cos߶௪ ൅ sin߶෠ sin߶௪൯ 

Because we know that ݓሬሬԦ ൌ ሬԦݑ ൅  Ԧ we can obtain a system of three equations basedݒ
on the three Cartesian coordinates in this equation. Using these, we compute what the 
spherical angles of propagation are that correspond to emission from point ݑሬԦ and 
intersection at point ݓሬሬԦ: 

߶෠ ൌ tanିଵ ൬
ܴsin߶௪ െ ௢sin߶௢ݎ

ܴcos߶௪ െ ௢sin߶௢ݎ
൰ 

෠ߠ ൌ tanିଵ ቆ
ܴsin߶௪ െ ௢sin߶௢ݎ

௪sin߶෠ݖ
ቇ 

We substitute these angles back into the expression we computed earlier to give us 
the angle of incidence with the wall angle, AOI, as a function of the origin of emission 
(ro, o) and the location on the wall (w, zw). The challenge now is to compute the fraction 
of rays from a given location F(ro, o), for which the critical angle is less than the critical 
angle crit. To do this, we compute what ordered pairs (߶෠,  ,෠) yield AOI = crit. Soߠ

cosߛ஺ைூ ൌ cosߛ௖௥௜௧ ൌ sinߠ෠௖൫cos߶෠ ௖cos߶௪,௖ ൅ sin߶෠ ௖ sin߶௪,௖൯ 

We know that sincrit = n0/n1, so coscrit = (n1
2 – n0

2)½ /n1. Substituting this into the 
left hand side of previous expression and rearranging we get an expression for ߠ෠௖—the 
elevation angle of emission from (ro, o) on the azimuth ߶௪ at which the angle of 
intersection with the wall will be equal to the critical angle TIR: 

෠௖ߠ ൌ sinିଵ ቆ
ሺ݊ଵ

ଶ െ ݊଴
ଶሻଵ/ଶ/݊ଵ

cos߶෠ ௖cos߶௪,௖ ൅ sin߶෠ ௖ sin߶௪,௖
ቇ 

This expression is a function of (ro, o and w), where ߶෠ is given by an earlier expression. 
We now need an expression for w which is obtained by computing the intersection of 
the projection of the vectors ݑሬԦ, ݒԦ, and ݓሬሬԦ in the z = 0 plane: ݓ௭଴ሬሬሬሬሬሬԦ ൌ ሬԦݑ ൅  ,௭଴ሬሬሬሬሬሬԦ whereݒ

௭଴ሬሬሬሬሬሬԦݒ ൌ ,෠cos߶෠ߠොsinߩۃ ,෠sin߶෠ߠොsinߩ   ۄ0

଴ሬሬሬሬሬԦݓ ൌ ,cos߶௪ܴۃ ܴsin߶௪,  ۄ0
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We obtain a system of two equations from the x and y components of the vector 
equation in the z = 0 plane. We solve first for the magnitude of ݒ௭଴ሬሬሬሬሬሬԦ: 

|௭଴ሬሬሬሬሬሬԦݒ| ൌ െݎ௢cos൫߶௢ െ ߶෠ ൯ േ ൫ݎ௢
ଶcosଶ൫߶௢ െ ߶෠ ൯ െ ௢ݎ

ଶ ൅ ܴଶ൯
ଶ

  

We can substitute this back into, for instance, the equation relating the x 
components of the z = 0 projected vectors, 

ܴcos߶௪ ൌ ௢cos߶௢ݎ ൅  ௭଴ሬሬሬሬሬሬԦ|cos߶෠ݒ|

and rearrange to yield an expression for cos(): 

cos߶௪ ൌ
௢ݎ

ܴ
cos߶௢ െ

௢ݎ

ܴ
cos߶෠cos൫߶௢ െ ߶෠൯ ൅ cos߶෠ ൭1 െ

௢ݎ
ଶ

ܴଶ sinଶ൫߶௢ െ ߶෠൯൱

ଵ/ଶ

 

When this, along with a similar expression for sin(߶௪), is substituted back into the 
expression for ߠ෠௖, we obtain 

෠௖ߠ  ൌ sinିଵ ൮
൫௡భ

మି௡బ
మ൯

భ/మ
/௡భ

ቆଵି
ೝ೚

మ

ೃమୱ୧୬మ൫థ೚ିథ෡ ൯ቇ
భ/మ൲ 

Which for a ray emitted at (ro, o) with a given azimuth ߶෠ tells what its elevation must be 
to meet the TIR condition. If its elevation is less than ߠ෠௖, then the ray may exit the 
cylinder; if it is greater than ߠ෠௖ , then it will be contained.  

We next want to compute what fraction of a sphere is subtended by rays that meet 
the TIR condition (whose elevation is greater than ߠ෠௖). This is done by integrating over a 
sphere, setting the lower bound of integration on the elevation angle equal to ߠ෠௖ ൌ ݂ሺ߶෠ሻ: 

Ω ൌ න ݀߶෠
ଶగ

଴

න sin ߠ ߠ݀

గିఏ෡೎

ఏ෡೎

ൌ න 2cos ෠௖ߠ ݀߶෠
ଶగ

଴

 

When we substitute the expression for ߠ෠௖ (converting from cosine to sine) and then 
divide by 4 steradian, we obtain the fraction of isotropic luminescence that does not 
meet the TIR condition and originates from (ro, o): 
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The last step to determine the overall fraction of isotropic luminescence inside a 
cylinder that does not meet the TIR condition, F, is to average f(ro, o) over all positions 
inside the cross section of the cylinder: 
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In our work, the integration of the last two expressions is done numerically to yield 
the estimates for fraction of isotropic luminescence that exits the cylinder (e.g., Figure 1 
and Figure 9). Bear in mind that this computation yields the fraction of rays that does not 
meet the TIR condition. This fraction will be larger than the fraction that actually escapes 
the cylinder, of course, because that rays that do not meet the TIR condition may still be 
reflected, based on the probabilities given by Fresnel’s reflectivity equations.  
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