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he Department of Defense has embarked on 
a sweeping transformation of the military 
to fight tomorrow’s battles as a joint force 

using network-centric operations. Generally, 
network-centric warfare is viewed in the con-
text of improved situational awareness; speed 
of command; self-synchronized units; increased 
operational tempo; and an adaptable force. In 
simple terms, the output of net-centric operations 
is three-fold: the ability to post timely, relevant 
information; gain appropriate access to the in-
formation; and understand the information to 
make better decisions at every level of command. 
Command and control (C2) and networking 
underpin the ability to achieve this vision, and, 
as described in this issue of IDA Research Notes, 
IDA Studies and Analyses Center is making 
important contributions across a range of topics 
in this area. 

 IDA’s work in C2 networking spans a 
diverse set of disciplines, sponsors, and chal-
lenges. To visualize the breadth of this work, it 
is useful to discuss the tasks in the context of 
DoD’s major activities that are needed to bring 
capabilities to the warfighter: strategy, capa-
bility requirements, acquisition management, 
technology development, systems assessments, 
testing and evaluation, and operations. 

 In the strategy and capabilities area, we 
are working on several key tasks, including the 
Joint Battle Management Command and Con-
trol Roadmap. This effort focuses on providing 
logical methods for synchronizing interdepen-
dent C2-related programs into a coherent ap-
proach that is aligned to a unified strategy. The 
complexity of this task is compounded by the 
large number of programs and organizations 
that are developing, managing, and overseeing 
the work. 

 Systems and acquisition management are 
particularly busy areas for IDA’s researchers in 
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Issue Overview

C2 networking. Our work includes innovative 
research on C4ISR systems that addresses the 
complexities and nuances associated with pro-
viding a meaningful cost estimate of systems 
that include intensive software, hardware, 
services, and information technology infra-
structure. 

 The technology development and testing 
areas are best exemplified by our work on 
the Command Post of the Future (CPOF) and 
the Deployable Joint Command and Control 
(DJC2) system. These tasks focus on pro-
viding pragmatic tools for operational and 
tactical commanders. The CPOF system was 
accelerated through the development cycle 
and deployed to Operation Iraqi Freedom 
(OIF) so that it could be used to gain valu-
able experience and data in a live operational 
environment. Similarly, the DJC2 is being 
tested through training exercises in several 
commands.

 IDA’s analyses on the operational aspect 
of C2-networking through the OIF Bandwidth 
Studies were the first of its kind and provided 
a holistic look at the in-theater networks and 
the associated performance relative to the 
command structure down to the last tactical 
mile.

 Lastly,  our researchers have not  only   
tackled tasks within these individual  ar-
eas, but also across the whole problem set. 
Through an independent research project, 
a study team of senior researchers defined 
a potentially better approach by which the 
department could acquire C2-networking 
capabilities. The C2-Framework briefing pro-
vides a broad look at how the different deci-
sion areas are interrelated and some unique 
ideas on how to impact the decision cycle to 
ultimately improve the warfighter ’s capabil-
ity to fight as a network-centric force.

T
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oint Battle Management Command and 
Control (JBMC2) – the processes, architec-
tures, systems, standards, and command 

and control operational concepts employed 
by the Joint Force Commander – optimizes the 
ability to manage the battlespace and inhibit 
the enemy’s ability to function. To achieve 
this, the joint warfighter must be armed with 
interoperable systems that support mission 
success and reduce fratricide. 

 Key participants in joint operations must 
be able to communicate and accurately pass 
information and data to each other and main-
tain effective organization, synchronization, 
timing, and a common interpretation of the bat-
tlespace. Interoperability is difficult to achieve 
when the warfighter is armed with disparate 
systems that were never designed to work to-
gether. The aggregation of the current Service 
systems inventory demonstrates that there are 
redundancies, single points of failure, and gaps 
in JBMC2 systems’ ability to enable essential 
capabilities for the warfighter.  

 The JBMC2 Roadmap prescribes a way 
to achieve fully integrated capabilities that 
provide maximum interoperability of critical 
JBMC2 systems. This includes detailing several 
processes in order to derive JBMC2 capabil-
ity needs; to identify the solutions to address 
needs; and to determine the appropriate mix 
of doctrine, organization, training, materiel, 
leadership, personnel, and facilities solutions. 
Finally, the Roadmap will help guide acquisi-

t ion strategies in 
accordance  wi th 
the Deputy Secre-
tary of Defense in-
teroperability goal 
of 2008. 

 DoD asked IDA 
to assist in devel-
oping a  method-
ology that  could 
h e l p  d e t e r m i n e 
w h e t h e r  l e g a c y 
J B M C 2  s y s t e m s 
could be integrat-
ed into the JBMC2, 
phased out, or not 
be integrated. The 
methodology was 
to be transparent, 
repeatable, and ob-
jective, and would 
focus on projecting 
interoperability by 
2008.

 The methodology IDA developed, the 
Capability Integration Assessment Methodol-
ogy (CIAM), was incorporated into the JBMC2 
Roadmap Version 1.0 in May 2004. The meth-
odology consists of the following:

•  Phase 1 establishes the current
  interoperability status of the system 
  under consideration and generates a 
  list of current interoperability   
   shortfalls.

Joint Battle Management Command and 
Control Roadmap Study
by Ronald Enlow
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•  Phase 2 projects the status of the      
  program to JBMC2 in 2008, producing   
  a list of future shortfalls and 
  alternative solutions.
•  Phase 3 assesses the alternative   
    solutions and selects preferred    
    solutions.

Based on consideration of the operational tenets, 
one of three recommendations is made (Figure 1 
and Table 1).

 Phase 1 of the CIAM process involves extracting 
and assessing program “observables,” which cover 
a wide range of data sources, including operational 
lessons learned, concepts of operation, architectures, 
test reports, and Joint Capabilities and Development 
System (JCIDS) documentation. Table 2 illustrates a 
sample of the possible CIAM data sources and some 

generic potential shortfalls that might result from 
the assessments. 

AFATDS CIAM Assessment 

Soon after CIAM was developed, it was applied to two 
JBMC2 legacy systems: the Situational Awareness Data 
Link and the Advanced Field Artillery Tactical Data 
System (AFATDS). AFATDS provides automated fire 
support command, control, and communications to 
the Army, Navy, Marine Corps, allied forces, coalition 
forces, and selected foreign military sales customers. 
The system interfaces with 66 systems; there are cur-
rently 3,337 AFATDS systems in the field. To under-
stand the interoperability required, the results from 
Phase 1 of the CIAM methodology show that AFATDS 
is interoperable with JBMC2, subject to the following: 
Future systems and system-of-system testing should 
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be identified and funded.

The AFATDS CIAM recommended proceed-
ing with integration in the JBMC2 in three 
phases:

•  Phase 1 – complete the 
  system-of-system testing and   
  documentation.
•  Phase 2 – provide resources for the   
   planned migration of AFATDS to   
  Netcentricity.

•  Phase 3 – produce a Capability
  Production Document or an
  Information Support Plan in         
  accordance with Chairman of the 
  Joint Chiefs of Staff Instruction 
  6212.01, Interoperability and 
  Supportability of Information 
  Technology and National Security 
  Systems.

IDA costed the AFATDS recommendations 
in consultation with the project  manager                  
(Figure 2).
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ommand, control, communications, comput-
ers, intelligence, surveillance, and reconnais-
sance (C4ISR) are the warfighter activities that 

enable network-centric operations and information 
superiority. The Office of the Director, Program 
Analysis and Evaluation, asked IDA to help estimate 
the costs of developing, procuring, and maintain-
ing complex C4ISR systems of systems (SoS). IDA’s 
review focused primarily on those costs that are not 
well captured by existing cost models of individual 
C4ISR components and systems.

 Because C4ISR is about the creation, exchange, 
and exploitation of knowledge in the battlespace, 
certain technologies and subsystems tend to be 
recurring components and must be taken into 
account when determining costs. These include:

•  sensors,
•  communications infrastructure,
•  data storage,
•  data processing and analysis,
•  computer networks,
•  warfighter/machine interfaces, and
•  artificial intelligence and decision support.

Cost Drivers

To predict the costs of a complex SoS, we start with 
the costs of the contributing systems. Some of the 
key cost drivers for C4ISR systems include:

•  sensors, 
•  operational environment, 
•  size, weight, and power characteristics, and
•  platform integration. 

 IDA also identified a number of important cost 
drivers that are not captured at the individual sys-
tem level. These costs are often harder to anticipate 
and quantify because they are generally not associ-
ated with specific hardware and may span several 
programs. 

 Information Architecture. The purpose of 
any C4ISR SoS is to provide information services 
to war-fighters. The data-sharing and processing 
requirements within the SoS are determined by the 
set of services to be provided and the users of those 
services. For accurate cost estimation, the SoS cost 
model must identify the users and providers of all 
services, the frequency and intensity of potential 
service requests, and the  communications paths 
and networks used by each service. The complexity 
and end-to-end quality of service required drives 
development, integration, and life-cycle costs 
throughout the SoS.

 Data Requirements. Given the technical speci-
fications of the SoS and the set of users and services 
to be supported, it is possible to calculate the data 
rates that each subsystem of the SoS must support 
to assure the needed services at the desired quality 
of service and availability. Data rate is a strong cost 
driver; at the cutting edge of available technology, 
doubling the available transmission rate may in-
crease cost by a factor of ten. The costs associated 
with supported data rates are a function of the 
end-to-end services being supported and thus of the 
overall architecture of the SoS. This is especially true 
in a “meshed” network environment where local 
subsystems may be called on to serve as relays for 
information they do not use. 

 Data Fusion. When multiple elements of an 
SoS acquire independent data on a common topic, 
the data always disagree to some extent. Sensors 
are not identically calibrated; positions provided 
by global positioning systems have inherent small 
errors; different systems have different views of the 
same objects or events at slightly different times; 
and one sensor looks at an enemy vehicle while 
another listens to it. Resolving disagreements can 
be difficult, requiring sophisticated software and 
information exchange among participating subsys-
tems. Developing the algorithms and implement-
ing the software incur costs that would not apply 
to systems that acted independently on their own 
information. 

Estimating the Cost of Future C4ISR 
Systems of Systems
by David M. Tate

C
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 Network Configuration and Dynamics. The 
size and complexity of the interoperating SoS, 
represented roughly by the number of nodes in the 
network that must share data and capabilities, are 
primary cost drivers. Hardware costs grow linearly 
in the number of nodes, but software design, testing, 
and systems engineering costs grow nonlinearly.  

 If the network involves mobile units or a vary-
ing set of nodes over time, the management problem 
is even more complex, and more network resources 
must be devoted to simply managing the network in-
frastructure. Less network capacity is available to carry 
information and so more bandwidth and higher data 
rates are required to provide a given level of service.  

 Security. Information assurance is a fundamen-
tal requirement of any military system involving the 
exchange of information. As a rule, the less flexible a 
communications channel is, the less complicated its in-
formation assurance needs to be. In a highly networked 
C4ISR SoS involving many services and many different 
types of users, the information assurance problem can 
become extremely complex. Multiple simultaneous 
levels of security, authentication of users in a mobile/
dynamic network, and cryptographic algorithms for 
extremely high data rates are all expensive compared 
to traditional point-to-point communications security 
and transmission security.        

Cost-Estimation Framework

Based on the cost drivers identified above, IDA devel-
oped a framework for estimating C4ISR SoS integra-
tion costs that follows a two-stage approach. Stage 1  
performs a top-down survey of the architectural and  
information-exchange requirements characteristics 
of the target SoS and the services it provides. Stage 2  
performs a bottom-up accumulation of costs, from the 
individual components to the highest SoS perspective, 
informed by the architecture  and end-to-end data flow 
requirements discovered during the first stage. 

 The framework guides the development of a 
costing tool (or suite of tools) for C4ISR SoS cost                    
estimation, including sensitivity analysis of key cost 
drivers. Because the costs of the contributing stand-
alone systems (e.g., sensors, radios, networks, software) 
and components (e.g., processors, storage, antennas, 
power supplies, displays) are relatively well under-
stood, IDA focused instead on the interactions among 
the networked systems in an SoS and how they affect 
the cost-estimating problem. 

 A C4ISR SoS cost analysis must start with an        
understanding of the details of the overall SoS architec-
ture. These details include specification of all required 
data sharing within the SoS (and the services the data 
supports) as well as interoperability requirements with 
external systems (legacy and future) at each hierarchi-
cal level of the architecture. Once these integration and 
interoperability requirements are identified, they can 
be used to provide context for the Stage 2 local cost-
estimation task at each level of integration in the SoS. 

 The Stage 2 bottom-to-top accumulation of cost 
components accounts for the individual systems as 
well as the interactions of the systems and subsystems 
(as informed by the overall SoS architecture) that drive 
the integration costs at each level. Costs at each level 
of integration will be driven by the nature of the inte-
gration, as well as by the subsystems to be integrated. 
Subsystem costs and characteristics can be known only 
by working from the bottom up, while the nature of the 
integration is implied by the architecture at each level. 
In extreme cases, entire platforms (e.g., low-observ-
able or “stealth” aircraft) must be engineered as a unit 
to preserve global characteristics (low observability, 
noninterference of antennae, power, and cooling) while 
providing all necessary functions. 

 

The Four-Level Model

IDA proposed a costing approach based on four           
notional levels of integration, from the lowest (subsys-
tem) and to the highest (integrated network). 

 The first level is the integration of the subsystem. 
A synthetic aperture radar, for example, could include 
transmit/receive modules, antennae, receiver/exciter, 
a processor, back-end electronics, and possibly other 
items. Hardware costs at this level are straightforward, 
given the operational environment and performance 
requirements. Design, control software, and testing 
would be the primary integration cost categories, 
driven by physical interference and shared resource 
concerns. These can be expressed as a percentage of 
recurring hardware cost — typically about 10%, but 
sometimes more, depending on the specific subsystems 
and requirements involved. 

 The second level of is the integration of subsystems 
into suites, such as an avionics suite or a sensor payload 
package. The integration would involve a different 
set of physical interference and resource competition 
issues, as well as signal processing and fusion. Beyond 
the hardware cost, the main drivers would be design 
engineering, software, and testing.
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 The third level of is the integration of the suite of 
subsystems into the platform, such as the integration of 
an avionics suite and a sensor package into an airborne 
platform such as a UAV. These costs are highly variable, 
depending on what platform modifications must be 
made, what electronic interference must be controlled, 
how much room is available, and so on. This level has 
the most significant interactions between hardware-spe-
cific cost drivers and architecture-based cost drivers. 

 Note that for platforms at the cutting edge of tech-
nology, the platform design may be so tightly coupled 
with the various interdependent capabilities it must 
support that the entire platform is essentially one large 
“supersuite” of systems that must be designed as an 
integrated whole. This is common in such platforms as 
satellites, advanced fighter aircraft, and small UAVs.  In 
these cases, the platform itself is a microcosm of the SoS 
design and costing problem. The techniques that con-
tractors have developed for estimating the development 
and support costs of these platforms can potentially be 
generalized for use in the broader SoS context.

 The fourth level of integration is the integration 
of the platform into the shared network. This would 
include the integration of an F-18 aircraft into the Navy 
Cooperative Engagement Capability, or an individual 
vehicle into the Army Future Combat System mobile 
network. This integration allows the platform to par-
ticipate in the available networked services with other 
nodes on the network, such as airborne platforms and 
ground-based control centers. The cost of this integra-
tion has many dependencies. These top-level network-
ing costs are almost entirely driven by the nature of the 
required collaboration, rather than by the details of the 
hardware and software on the platforms that will be 
collaborating.

 The predominant type of cost (e.g., hardware, soft-
ware, testing) will vary by level of integration. At the 
first level, hardware would be the primary cost, with 
integration of the subsystems accounting for approxi-
mately 10% of the recurring costs. Software, including 
embedded software, is likely to be substantial. However, 
the higher the level of integration, the less hardware 
contributes to overall costs, while design, software, 
management, and testing become relatively more 
important. Table 1 summarizes the cost breakdown for 
development costs.

Summary

In this work, we reviewed the nature of C4ISR systems 
(and SoS), the nature of their associated costs, and how 
both the nature of the systems and the nature of their 
costs are changing. We explored the cost implications 
of network-centric systems of systems and capabilities-
based acquisition and proposed a two-stage C4ISR SoS 
cost-estimation framework, a top-down survey of the 
architectural and information exchange requirements 
characteristics of the target SoS, and a bottom-up accu-
mulation of component, integration, and testing costs. 
For this study, we employed four levels of integration 
(subsystem, suite, platform, and network), but that 
structure can be modified. We identified key integra-
tion cost drivers (such as type of data dependency), 
key component cost driver (such as operational envi-
ronment), and key architectural cost drivers (such as 
quality of service requirements). We also examined key 
organizational cost drivers such as requirements change 
management, and data requirements. Those findings 
have been reported separately.
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Command Post of the Future
by George Lukes and Edgar Johnson
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or more than five years, IDA has worked with 
the Defense Advanced Research Projects Agency 
(DARPA) to create a software environment 

and architecture focused on the needs of the tactical 
commander. In the first-generation digital command 
and control systems, commanders used acetate, voice 
shortcuts, sneaker nets, frame grabs, and PowerPoint 
to focus combat power. Now, however, DARPA’s Com-
mand Post of the Future (CPOF) Program – a second-
generation  commander-centric software environment 
– provides ground force commanders greater situational 
awareness and distributed staff support, thus enabling 
faster and more effective decisionmaking. 

 CPOF enables division and brigade commanders 
to remotely collaborate and plan as they and their staffs 
work from individual PC-based work-stations net-
worked in a distributed system. The initial CPOF system 
configured for division command included networked 
workstations for the division commander, division staff, 
brigade commanders, and brigade operations officers, 
and a liaison node at corps headquarters.

CPOF Capabilities

The technical challenge for CPOF was to create a 
software architecture based on three central tenets:

•  Collaboration – creating a collaborative  
  environment that would simultaneously 
  produce a significant increase in situational 
  awareness and understanding across the 
  commander community.
•  Visualization – enabling commanders to 
  tune the supporting visualization systems 
  in a way that best suits how they absorb 
  information.
•  Composability – creating an environment 
  that allows commanders to operate using 
  multi-modal interactions (speech and 
  gesture) within the command system and, 
  to a lesser extent, within the supporting 
  control system.

CPOF was not designed to replace the tactical                        
applications currently in use, but rather to serve as an 
information integrator, or battleboard, for the tactical 
commander. 

 The CPOF system maintains “liquid information” 
in a database format that separates data from the view-
ing space. As information enters the network, it takes 
the form of most meaningful to the commander. This 
enables faster visualization and optimal maintenance 
of large volumes of constantly changing information. 
Using a “databridge” front end, CPOF integrates input 

from commanders and staffs as 
well as real-time and near real-
time feeds from numerous C4ISR 
applications. Shared awareness 
of the battlefield is provided by 
tracking the combat elements on 
electronic maps or satellite photos. 
Commanders no longer have to 
call on the radio to check the status 
of each unit. 

 CPOF supports advanced 
presentation-style briefings, in-
cluding interactive maps, still 
photos, and video. Participants 
can sketch out their comments 
on the shared battleboard that 
can be viewed throughout the 
system (Figure 1). CPOF provides 
a commander-centric, scalable, 
reconfigurable environment that 
enables commanders to access all 
command post information and 
functions anywhere, anytime. 
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 The Commander’s Screen is also the medium for 
direct interaction between commanders and staffs. The 
map selectively displays Blue and Red forces, other an-
notations, explicit task boxes, and the planning schedule 
as well as available tools and palettes. The user can 
draw and highlight on the map where the graphics can 
be fixed, temporary, or momentary. Private workspaces 
are also available to all users. 

 A CPOF workstation supports three displays. Each 
user has a pasteboard or workspace that can be viewed 
by all (Figure 2, left window). Shared pasteboards or 
workspaces of other commanders and staff are orga-
nized by tabs (Figure 2, center window). These shared 
pasteboards are updated in real time. Other shared 
pasteboards include the Master Schedule, Sitrep Table, 
and the Salute Table. 

 The CommandSight module provides an interac-
tive, three-dimensional picture of the battlespace that 
can be tailored by the user in terms of scale, perspec-
tive, aspect, background, and content with full access 
to data represented in the rest of the system (Figure 2, 
right window and Figure 3). Force structures can be 
displayed at levels of aggregation down to the entity 
level. A time slider and “snail trails” provide tools for 
visualizing forces over time. IDA research staff worked 
closely with developers in designing and populating 
the map display.

CPOF Development

 The CPOF development has involved close and 
sustained interaction between three distinct commu-
nities: DARPA-selected, funded, and managed a set 
of world-class software developers; IDA consultants 
with distinguished command experience, serving 
as senior advisors and subject-matter experts; and 
active duty and retired command and staff officers 
participating in initial war games and subsequent 
“block parties” that were focal points in a spiral 
development cycle. 

 In fall 2003, the IDA team, led by BG Pat O’Neal, 
USA (Ret.), and MG Tom Garrett, USA (Ret.), coordi-
nated CPOF’s final test with the 1st Cavalry Division 
(1CD) at Fort Hood, Texas. Based on the success of 
these military utility experiments, the Army decided 
to deploy CPOF with the 1CD in March 2004 and the 
3rd Infantry Division in 2005. For the initial fielding, 
members of the IDA team and CPOF developers 
worked on-site in Baghdad, while a reach-back facil-
ity was established at IDA. 

 Based on the operational success of CPOF in 
Iraq, a program of record was assigned to the Army’s 
PEOC3T Acquisition community. Currently, there 
are more than 200 systems operating in Iraq with 
the 4th Infantry Division and the Multinational 

Corps–Iraq, and another 
400 systems operating in 
Army and Marine com-
munities and in the Unit-
ed States. In addition, U.S. 
Joint Forces Command 
has installed a number of 
systems to evaluate the 
utility of  CPOF in the 
joint environment as part 
of its Urban Resolve 2015 
Experiment. 
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he Deployable Joint Command and Control 
(DJC2) system – an Acquisition Category I 
Major Automated Information System pro-

gram – provides joint force commanders with a 
common family of systems with which to plan, 
control, coordinate, execute, and assess operations. 
IDA involvement with the DJC2 spans multiple re-
search divisions, including IDA’s System Evaluation 
Division’s analysis of alternatives for the Assistant 
Secretary of Defense Networks and Information In-
tegration and the Department of the Navy, and con-
tinuing with the Operational Evaluation Division’s 
support to Director Operational Test & Evaluation 
(DOT&E) for the test and evaluation of the system.

 The DJC2 system is a suite of command and 
control applications (such as the Global Command 
and Control System and the Defense Collabora-
tion Tool Suite), data systems, hardware (laptops,         
workstations, servers, and peripherals), networking 
(routers, switches, cables, and security components), 
supporting infrastructure (power, environmental 
control units, shelters, and furniture), mobility 
components (containers, transit cases, and pallets), 

and limited organic communications. Supported 
networks include the Secure Internet Protocol Net-
work, the Non-Secure Internet Protocol Network, 
commercial Internet, and the Combined Enterprise 
Regional Information Exchange for coalition opera-
tions. 

 The system has three basic configurations: a 
10- to 20-position En Route configuration, a 20- to 
40-position Early Entry configuration, and a 60-
position core configuration (Figure 1). Combining 
multiple core configurations creates extended (120 
operational positions) and full (240 operational 
positions) configurations.

 
Test and Evaluation Program 

IDA recommended that DOT&E support a test and 
evaluation concept derived from the operational 
mission and requirements of the DJC2: to provide the 
regional combatant commanders with a responsive, 
deployable joint command and control weapons 
system to fully command, control, and direct joint 
task force-level operations and perform the full range 

of their assigned missions (Figure 2). 
IDA’s recommended concepts pro-
vided a foundation for Integrated 
Product Team meetings that devel-
oped an overall test strategy and the 
test and evaluation master plan.  

         The test strategy focuses on in-
tegration rather than on demonstrat-
ing the effectiveness and suitability 
of individual software applications. 
To establish operational effectiveness 
and suitability, IDA recommended a 
multi-Service operational test and 
evaluation that would deploy a joint 
task force with the DJC2 and that 
would execute operations consistent 
with the envisioned concept of op-
erations. A series of focused events 
were planned to evaluate select por-
tions of the DJC2 – from components 
of the supporting infrastructure and 
information technology through 
integration into a coherent system.

Deployable Joint Command and
Control System Testing and Evaluation
by Shawn C. Whetstone
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 The test strategy included early operator, tester, 
and evaluator involvement, with frequent testing to 
support the spiral development methodology. Rath-
er than wait for a single final product, the products 
from early test spirals would be available to provide 
feedback to the integration effort. Also, to secure 
operator involvement and to satisfy the require-
ment for joint task force operations, the test concept 
used combatant commander training exercises as 
test event venues. This approach corresponds with 
increasing DoD interest in joint operations, in testing 
in joint environments, and in combining testing with 
training.

 The DJC2 test program has completed a number 
of tests using operators from combatant commands 
participating in joint exercises. The operational 
evaluator also participates in all events including 
developmental tests. IDA researchers participated 
in the following DJC2 tests:

•  Developmental test during the December   
  2003 Southern Command Exercise   
  Purple Hurry to examine prototype   
  shelters  and infrastructure components.
•  Developmental test during the February 
  2004 Southern Command Exercise  
  Blue Advance in Honduras to examine 
  prototype shelters and infrastructure 
  components.
•  Developmental and operational tests in
  June 2004 using a Mission Events List   
  derived from U.S. Joint Forces Command   
  Millennium Challenge Exercise to examine  

  information technology and integration.
•  Developmental test during the December
  2004 Pacific Command Exercise Terminal
  Fury examining the complete DJC2,  
  including information technology and   
  deployability components (Figure 3).

 Additional test events included:

•   Developmental test during the May 2005
  Southern Command Exercise Spanish  
  Dragon examining the early entry and core  
  configurations deploying and supporting   
  Joint Task Force operations.
•  Operational test during the September 2005  
  Southern Command Exercise Fuertes  
  Defensas examing the early entry and core  
  configurations deploying and supporting   
  Joint Task Force operations.

          The first four tests had staffs using the DJC2 
in these tests act primarily as shadow joint task 
forces; the DJC2 received scenario information 
about support staff activities, but the staffs and 
their decisions did not directly influence the ex-
ecution of the scenario. This approach provided 
operational context, scenario, and events to stim-
ulate the activities of the operators while allow-
ing data collection and controls more typical of 
developmental test events and early operational 
assessments. This also allowed the creation of 
a staff that included operators from each of the 
combatant commands, which permitted gather-
ing a variety of views on how the DJC2 would 

support operations in different situations. The 
inclusion of various views is critical to sup-

port a DJC2 objective 
of providing a widely 
applicable standard 
command and control 
solution. The last two 
tests  had operators 
from U.S.  Southern 
Command’s standing 
Joint Force Headquar-
ters staff as the prima-
ry participants in the 
exercises. The Pacific 
Command provided 
support personnel and 
other combatant com-
mands provided ob-
servers.
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Future test events include the following:

•  Operational assessment during the March  
     2006 Southern Command Exercise Blue 
     Advance to resolve critical operational 
     issues regarding DJC2 ability to support 
     joint task force operations.

•  Multi-Service Operational Test and 
     Evaluation during a June 2006 training 
     exercise to establish operational 
     effectiveness and operational suitability 
     to support the beyond-limited-deployment 
     decision.

 

 The operators and support crew personnel in 
these two test events will consist primarily of the 
U.S. Southern Command’s Standing Joint Force 
Headquarters.

Test and Evaluation Results 

The operational concepts of the Standing Joint 
Force Headquarters and the capability provided 
in the DJC2 emphasize collaboration using soft-
ware tools and remote connections rather than 
extensive face-to-face meetings. The tools sup-
ported with reach-back communications allow 
geographically and organizationally dispersed 
individuals to collaborate and share information 
to achieve the joint task force objectives. The 
DJC2 also supports the evolving organizational 
concepts for staffs such as dedicated knowledge 
management personnel. 

 In testing completed thus far, the missions 
given to the Joint Task Force element using the 
DJC2 information technology primarily have 
involved developing operational plans and moni-
toring the situation using procedures represen-
tative of the Standing Joint Force Headquarters 
with the collaboration, operational net assess-
ment, and effects-based operations tools provid-
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ed by the DJC2. The operators have successfully 
completed the planning tasks, collaborated, and 
developed plans using the available DJC2 tools. 

 A significant observable difference in the 
DJC2 operations is the nature of staff activities 
and noise level within the operations center. 
During DJC2 testing, staff members often remain 
sitting at their computer terminal throughout 
the majority of their shifts wearing headphones 
and collaborating electronically rather than 
moving about the operations center looking for 
one another. Consequently, the noise level and 
observable physical activity is lower. However, 
the collaboration tools and the ability to access in-
formation outside the operations center enhance 
operator productivity.  

 Involving the operational evaluators and         
operators executing operational scenarios early 
in the development and test process has provided 
numerous insights. The early tests helped refine 
requirements by identifying the need for simul-
taneous access to multiple networks and multiple 
computer workstations at each operator position 
to support their typical activities. Operator feed-
back supported selection of work area furniture 
and preferences for technologies for the large-
screen displays throughout the operations center. 
The events also provided insights for practical 
concerns such as storage space for personal gear, 
notebooks and reference materials, and the need 
for a location within the operations center to hold 
face-to-face discussions. Overall, the operator 
feedback has been generally positive regarding 
provided capability and the effort to standardize 
command and control. 

 The test program also highlights the need to 
consider logistics support and training aspects 
during development. Emphasis is often placed on 

acquiring and fielding the latest technologies. In-
volving the warfighters early in the development 
highlighted that operators are concerned not only 
with receiving the technology, but also with the 
ability to sustain the equipment and maintain 
proficiency after the initial fielding. Providing 
accurate and complete documentation, technical 
manuals, and user manuals are essential for suc-
cessful deployment of any new system. 

Summary

The DJC2 is successfully executing an aggres-
sive  spiral development to deliver an integrated 
deployable command and control capability to 
the combatant commanders. The test strategy in-
cludes operators in an operational context to the 
extent possible. The nature of the DJC2 and its in-
tended users requires integration into joint events 
and participation in large-scale training exercises. 
The nature of the participation is tailored to the 
test objectives ranging from providing a mis-
sion events list to acting as a shadow joint task 
force to eventually being a primary joint task 
force element. The continually evolving nature 
of command and control technology and opera-
tional concepts requires including operators and 
testers early and throughout the development to 
field technologically and operationally relevant 
systems. Cooperation among the DJC2 Program 
Office, the Joint Forces Command, the combatant 
commanders, and DOT&E has supported the test 
strategy and demonstrated the value of including 
the test and user communities throughout the 
process. IDA will continue providing analytical 
support for the test and evaluation of the DJC2 
and will document the lessons learned to improve 
the acquisition and testing of future command 
and control systems.
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he Joint Center for Operation Analysis and 
Lessons Learned (JCOA-LL) asked IDA 
to identify communications bandwidth 

lessons learned based on the communications 
architecture used during major combat opera-
tions of Operation Iraqi Freedom (OIF).  This  
study takes into account specific systems and 
capabilities from the edge of the joint integrated 
network and command infrastructures to the 
“last tactical mile” (LTM) and deployed user. 
IDA was asked to perform the following: 

 • Describe the OIF communications           
  architecture in narrative terms.

 • Assess bandwidth for OIF area of                       
  regard down to the LTM and global   
  reach-back.

 • Assess bandwidth differences                    
  among Services in terms of capacity          
  and usage.

 JCOA-LL collects, analyzes, and archives 
relevant lessons learned from the operational 
level of war in support of regional combatant 
commanders. In this case, JCOA-LL’s analysis 

concerning OIF was for the Secretary of Defense 
and the Combatant Command. These analyses 
provide operational documentation from the 
warfighter that often result in recommendations 
for change to current plans and policy.  

The Process

IDA proved the ideal organization to conduct 
this analysis. The study required unfettered ac-
cess to the JCOA-LL database and critical IDA 
Joint Advanced Warfighting Program (JAWP) 
facility resources essential to data collections, 
which were not released outside JCOA-LL’s 
control. Because of other JAWP activities, IDA 
already was providing some support across the 
spectrum of information and resources needed 
for this study

 IDA’s initial analysis focused on the commu-
nications architectures and bandwidth capacities 
at the fixed and stationary sites, starting with the 
headquarter locations of the Joint Command and 
Control Centers within the OIF area of regard. 
With that as the foundation, the analysis fol-
lowed the information flow through the Service 
communication infrastructures by focusing on 

Operation Iraqi Freedom Bandwidth 
Analysis
by Robert Rolfe
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specific capabilities of individual termi-
nals and networks (Figures 1 through 4).  

The study team located and collected sparsely 
available information, reverse-engineered 
communications architectures to a reasonably 
high-fidelity, and characterized in measur-
able terms the LTM communications capa-
bilities and limitations. JCOA-LL has used 
IDA’s study to create input for the concept 
refinement phase of for future network ac-
quisition through JCIDS process, including 
to the JROC to support new requirements, 
and the Network Centric Warfare Functional 
Capabilities Board. An annotated briefing 
of IDA’s analyses has been presented as 
“predecisional information” across DoD or-
ganizations responsible for future network 
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acquisition and operations.  The 
final IDA report was released to 
the sponsor in the 2nd quarter of 
FY2006, and continuing efforts are 
addressing current OIF Army and 
theatre coalition networks and 
Tsunami Relief Operations net-
works. Additional effort to support 
U.S. Central Command strategic 
architecture activities is currently 
being defined, and IDA is briefing 
organizations and agencies across 
DoD. 
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ffective command and control (C2) is essential 
for joint U.S. military operations. Numerous 
efforts to enhance C2 are ongoing across DoD, 

but they are often spread over many organizations 
and are not always coordinated. Generally, these 
efforts result from three different perspectives 
– visionary, acquisition, and employment – that 
should be more fully integrated in order to achieve 
enhanced C2 capabilities. 

 IDA Studies and Analyses Center created a 
cross-divisional working group, consisting of ap-
proximately a half-dozen research staff, to share 
their differing perspectives and to synthesize a uni-
fied “IDA perspective” that proposed a framework 
for a more integrated approached to achieving joint 
C2 capabilities. The group’s intent is to help DoD 
develop C2 capabilities and to build on, not du-
plicate, DoD’s many ongoing planning initiatives. 
The work, completed in fall 2004, has been briefed 
to senior Department officials, and the concepts 
subsequently have been refined under sponsored 
research efforts. 

Developing Joint C2 Capabilities 

The working group began by synthesizing into an 
overall process the various component processes 

that contribute to DoD’s development of joint C2 
capabilities (Figure 1). In addition to considering 
the processes within each of the major blocks –  
Capability Needs Definition Processes, DoD Vision 
and Strategic Goals, Resource Allocation Process,  
Program Definition and Execution, and Rapid 
Capability Insertion Processes – the study focused 
on the interfaces between these major blocks (the 
arrows crossing between the blocks). Improving 
these interfaces means better integration across the 
different perspectives. This analysis then identified 
five topics to enhance integration. 

Developing a Mission-Based C2 
Capabilities Framework 

Examining the interfaces began by considering 
the interaction of the DoD Vision and Strategic 
Goals block with the adjacent blocks. Those 
interfaces are characterized by multiple vision 
statements, which do not provide adequate 
guidance for integrated program development. 
IDA concluded that a mission-based capabilities 
framework was needed to determine which goals 
and priorities could be established. To this end, 
the team proposed adopting a mission set across 
the joint community to structure mission analyses        

Framework for Achieving Joint Command 
and Control Capabilities

E 
by Richard Ivanetich

������������������
�����������������

���������

����������
���������������

����������������
�������������
����������������

����������

������������������
��������������

������������
����������������

��������������

��������������
�������������������������
������������������������

������������������
�������������������������

����������������
�����������

�����������
�������

�����������������

������������
���������������������

����������
��������������

�������

����������
�����������

����������
���������

��������������
��������������

�������������������������������������������������������

������������
���������������

������
����������
���������

���������

����������������
��������������������

���������������������������

������������������������������

�����������
����������
���������



18

������������������
������������������

�����������������������
�������

�����������������������
�������

��������������������������
���������������

��������������

��������������������
������������������

■  �����������������
■  ����������
■  ���������������������������

����������� �������������������������������������������

■  ��������������
■  �������������������������������������������������������
■  ����������������������������

■  ��������������
■  �����������������

■  �����������������

■  �������������������������������������
■  �����������������������������������������
■  ����������������������������������������������������
■  ����������������������������������■  ��������������������

■  �����������������������������������������
■  �������������������������������������������������
■  �����������������������������������������������������������

■  ���������������������������������������������������������������������������
■  ���������������������������
■  �����������������������������■  ������������������������

■  ����������������������������������
■  �����������������������
■  ������������

�������������������������������������������������������

������������������������������������������������������������������������������������������������

planning, and harmonizing near-term activities and 
long-term goals. On the other hand, architectures 
are often difficult, costly, and time-consuming to de-
velop and maintain; are frequently lacking sufficient 
guidance on the detail needed; and are typically too 
complex for DoD leadership to work with. Still, the 
study team strongly favored using architectures, 
based on its experience in other work developing 
and applying architectures. Figure 3 presents an 
outline of the methodology that IDA developed 
in that work. 

 Developing the operational views and techni-
cal views of the architecture required significant 
analyses. What is unique, however, is that those 
operational and technical views are not products in 
themselves, but are applied to produce a roadmap 
investment strategy. IDA has applied this methodol-
ogy to plan development for combat identification, 
joint close air support, and joint Blue force situ-
ational awareness. 

 Based on that work, IDA recommended the 
following principles for applying architectures:

•  Limit architecture scope and
  detail to intended use, focusing
  on developing a few good
  architectures to start.
•  Emphasize mission focus.
•  Strengthen capabilities

(Figure 2). Fundamental to this mission perspec-
tive is that attention be given to joint C2 through 
the tactical level. 

 The study team is not suggesting that the 
mission set is exactly the right one, but rather 
that some relatively small set of missions should 
be chosen to organize thinking about C2 mission 
functionality. As different elements of the overall 
community conduct C2 analyses and develop-
ment, they will have a common mission frame-
work through which to relate their efforts.

Articulating the Role and Use of
Architectures

When the working group considered the interface of 
the Capability Needs Definition Processes block with 
its adjacent blocks in Figure 1, it concluded that the 
output of those processes is not synchronized with 
the resource allocation and program definition pro-
cesses. To enhance that synchronization, the study 
proposed using a mission framework (as described 
above), architectural analyses, and a systematic ap-
proach to understanding net-centric capabilities.

 The use of architectures in DoD has a mixed 
history. On the one hand, they provide a basis for 
achieving consensus on defining required operation-
al capabilities, conducting systematic investment 
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  assessment by U.S. Joint Forces
  Command and the Services.
•  Institutionalize a Capabilities
  Roadmap and Investment
  Strategy methodology (Figure 3) 
  and integrate it into the DoD
  planning process.
•  Evolve architectures as
  operational concepts,
  requirements, and solutions
  mature.

Relating Net-Centric Concepts and
Technical Capabilities

To assist in establishing a systematic basis for 
analyzing the particulars for given missions, the 
study team characterized the “space” of net-centric 
operations (Figure 4). Analyses must be conducted 
for all points in the space to understand the extent
of operational capability at a level of command 
that can be realized from technical capabilities. 
For example, if given technical capabilities are 
available for network connectivity, data sharing, and 
enterprise services, how much shared awareness can 
be achieved at the operational level? Or vice versa, 
given a desired degree of shared awareness, what 
measure of each of the three technical capabilities 
is necessary? This systematic set of analyses does 
not appear to exist. Analyses at the tactical level are 

particularly necessary because of stressing demands 
imposed there – low latency, data accuracy, and 
limited/intermittent connectivity. The study team 
made two general recommendations for developing 
net-centric C2 capabilities:

•  Increase operational-technical 
 interaction, with a tactical focus. 
 While there has been impressive 
 net-centric application of existing  

 technical capabilities in recent
 military operations, there appears 
 to be little thinking at the mission 
 level in the operational community 
 about applying anticipated future   

 technical capabilities.
•  Use an evolutionary approach to 
 achieving net-centric capabilities. 
 Elements of this approach include
 selecting initial mission areas
 to provide focus; employing
 integrated architectures for each 
 area and refining them based on 
 results from experiments and 
 exercises; working systematically
 through the space of net-centric    

  operations (Figure 4); and using 
 the knowledge gained to guide 
 system development and 
 deployment.
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Facilitating Rapid Capability Insertion

The last set of interface considerations for the 
overall process pertains to the relation of the Rapid              
Capability Insertion Processes block with all the oth-
er blocks. Given that forces may have to fight at any 
time in the current world environment, near-term 
needs and long-term objectives must be balanced. 
However, the rapid capability insertion process is 
only weakly supported by the remainder of the 
overall process. Senior officers have indicated that 
capabilities are often achieved by “work-arounds” 
and personal efforts by senior combatant command 
(CoCom) members. Rapid capability insertion re-
quires stronger coupling to the rest of the process 
without unduly centralized control, which would 
impede the rapidity of insertion. 

 The study team suggested that CoComs 
continually promote prototyping and fielding to 
achieve rapid capability insertion. The idea is to 
develop a process responsive to the rhythms of 
operational challenges and technical opportunities 
and that would not be tied to some fixed planning 
and programming cycle. CoComs conduct exercises, 
ranging from table-top ones to those involving the 
large-scale deployment of forces. These exercises 
(and possibly preparation for and conduct of actual 
operations) would be used to bring together opera-
tors and developers; incorporate demonstrations, 
experiments, testing, and training; systematically 

capture mission and system performance results 
that are fed back to operators and developers; rem-
edy deficiencies and continue prototype develop-
ment and fielding; and identify means to sustain 
the deployed capabilities. With this process in mind, 
the working group recommended CoComs do the 
following to enhance rapid capability insertion:

•  Institute a rapid spiral process in 
conjunction with their exercises, with 
support from Services and agencies.

•  Develop rolling “500-day” plans to guide
 execution of the rapid spiral process in 

order to address their priority joint C2 
challenges.

•  Have staff to carry out the spiral
 development process, using a small 

elememt for overall management and 
the Services and Agencies for help with 
execution.

•  Obtain funding to conduct the spiral
 development and field prototypes that is
 flexible enough to be applied to needs and
 opportunities as they arise.
•  Create operational and technical teams 

that worked across CoComs to share 
innovations.

•  Align prototype developments in each 
CoCom with an overall net-centric 
architecture to allow interoperation of 

capabilities when 
deployed across 
theaters.

Establishing a 
Near-Term 
‘Business Plan’

The last step toward syn-
thesizing and capturing 
the output of each of the 
previous four elements 
is to develop a “business 
plan,” which would in-
clude an understanding 
and awareness of ongo-
ing activities and a link 
with resource alloca-
tion. The plan would aid 
senior-level decision- 
making and promote 
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common understanding throughout the community. 
It would commit to near-term C2 improvements and 
relate to longer-term developments. The business 
plan should include one chapter for each composite 
mission area (Figure 2) and a separate chapter for 
the Global Information Grid, which provides capa-
bilities across all mission areas. Each chapter would 
provide the following:

•  A summary of joint C2 vision and goals.
•  A description of ongoing and planned
  activities – architecture development, 
  rapid capability insertion activities, and 
  formal C2 programs.
•  A summary of resource commitments  
  both to enhance visibility by relating 
  resources programmed in the near term 
  to high-priority mission needs  and to 
 allocate to CoComs rapid capability 
  insertion funding to reduce critical            
 near-term operational risks.

The plan would complement and draw from other 
ongoing planning initiatives (e.g., Functional Capa-
bility Board analyses, roadmap development). 

 This effort would have to be initiated by the 
Deputy Secretary of Defense, who also would as-
sign the leads for the overall plan and its major 
parts. Generating such a business plan would be a 

substantial undertaking, and so it may be helpful 
to first develop a pilot plan to assess the feasibil-
ity of developing the larger plan, the utility of the 
product, and its relation to existing DoD planning 
processes. A pilot plan might, for example, address 
only one of the composite mission areas and the 
Global Information Grid. 

Summary

The working group identified the following four 
ways to improve the process for developing joint 
C2 capabilities:

•  Use a mission-focused perspective to 
  guide C2 capabilities development.
•  Employ architectures to drive necessary
  analysis and promote community 
  consensus.
•  Tie together the development of 
  net-centric concepts and the 
  underlying technical capabilities.
•  Support a decentralized CoCom-driven
  process for rapid capability insertion.

  
In addition, the group proposed using a joint C2 
business plan to capture and commit to the results 
of the C2 capabilities development process.
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Other IDA Headlines

Medical Care Cost Growth

IDA is helping DoD estimate the impact of 
“ghosts” – retirees and family members who 
had private health insurance but who are 
now returning to military-provided coverage 
under TRICARE. The increasing numbers of 
these returning retirees is largely due to rising 
private-sector insurance premiums and other 
out-of-pocket expenses. IDA analyzed data from 
DoD surveys and health care claims to estimate 
models of insurance choice, utilization, and unit 
costs. Using these models and existing forecasts 
of private-sector economic trends, IDA pre-
dicted that DoD health care costs will continue 
to rise, but at a decreasing rate. IDA is now 
extending the analysis of TRICARE “ghosts” to 
include other beneficiary groups and sources of 
cost growth.

VA Compensation Study

IDA has been asked to help the Department of 
Veterans Affairs (VA) determine why there are 
differences in the VA’s average monthly disabili-
ty compensation payments made to veterans liv-
ing in different states. IDA will conduct a study 
using statistical models of the major influences 
on compensation payments that will develop 
baseline data and metrics for monitoring and 
managing variances. The study will continue 
IDA’s seven-year history of providing the VA 
with analytical analysis and support.

Rotorcraft Survivability

A recent assessment of rotorcraft operations in 
Afghanistan and Iraq identified the root cause 
of approximately 100 rotorcraft losses that have 
occurred since the fall of 2001. Our researchers 
found that two-thirds of these losses are attrib-
uted to mishaps caused by degraded visibility, 
and the remaining losses came as the direct 
result of enemy engagements, primarily from 
MANPADs, rocket propelled grenades, and 
small arms. We assessed materiel and tactics-
based solutions for reducing rotorcraft losses 
and prioritized ways to improve the safety and 
survivability of the current rotorcraft fleet.

Integrated Cross-Capability 
Assessment and Risk Management 
Framework

IDA has developed a decision aid – the Inte-
grated Cross-Capability Assessment and Risk 
Management (ICCARM) risk assessment meth-
odology – that DoD can use to rapidly evaluate 
how well the future year defense program and 
other resource alternatives mitigate and bal-
ance strategic risk across all major elements of 
the national defense strategy. Strategic risk is 
the damage to the national interests expected 
to result from relying upon a given overall 
U.S. force. Specific calibrated consequence and 
likelihood scales are used to conduct the risk 
assessments. During the Quadrennial Defense 
Review,  IDA used this methodology to obtain 
from more than two dozen senior DoD, military, 
and civilian decision-makers their not-for-at-
tribution evaluations of the strategic risks 
the United States would be exposed to if DoD 
continues to rely on the future programmed 
force in the period 2010-20. Results of these risk 
assessments have been briefed to many senior 
DoD officials, including the Chairman of the 
Joint Chiefs of Staff and the Deputy Secretary of 
Defense. A briefing is now being scheduled for 
the Secretary of Defense, both on the baseline 
assessment and to propose ways to institution-
alize strategic risk assessments for top leaders 
in the department.

Terrorist Perspective Project
 
A team of civilian and military analysts from 
IDA’s Joint Advanced Warfighting Program is 
extracting strategic and operational insights 
from the perspectives of the Salafist Jihadists — 
al Qaida and its associates.  The team is drawing 
on thousands of translated documents (captured 
and open source), information from detainees, 
and graphic materials. What emerges is a candid 
look at the enemy’s strategic thoughts and self-
image.  This study will contribute to the United 
States’ ability to prosecute the war by allowing 
us to understand better enemy’s actions and to 
operate directly against the enemy’s self-per-
ceived weaknesses.  
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National Information Assurance 
Partnership Review

An IDA research team has completed a com-
prehensive review of the National Information 
Assurance Partnership (NIAP) to determine its 
efficacy and to determine if the processes it has 
implemented help in the nation’s information 
assurance efforts and the national cybersecu-
rity posture. A draft report provides the De-
partment of Homeland Security’s Information 
Analysis and Infrastructure Protection Office 
and DoD’s Defensewide Information Assur-
ance Program six options for implementing the 
NIAP functionality that range from elimination 
to complete revision of goals and methods. We 
will be working closely with DHS and DoD to 
implement ways to improve the nation’s ability 
to work with industry to produce more secure 
commercial IT products.

Developing a Global Information Grid 
Architecture

IDA continues to play a leading role in the 
development of Global Information Grid Ar-
chitecture elements and processes for the As-
sistant Secretary of Defense for Networks and 
Information Integration.  Our work centers on 
the development of the Netcentric Operations 
and Warfare Reference Model (NCOW-RM), 
which provides a common reference tool that 
enables the depiction and relationship of other 
architectures and features across many systems, 
programs, and operations. Our researchers lead 
the development of the NCOW-RM, which 
includes not only constructing the actual refer-
ence model, but also the performance measures, 
taxonomy, ontology, and interfaces with other 
architectural frameworks.

Chem-Bio Non-Standard Equipment 
Review Panel

The Chem-Bio Non-Standard Equipment Re-
view Panel ensures that civilian equipment 
purchased by DoD for non-battlefield applica-
tions is suitable for its purposes. In many cases, 
established standards of performance for such 
equipment do not exist, and the Panel evaluates 
the equipment on the basis of its intended use 

and the results of independent tests that have 
been performed. We are performing indepen-
dent technical reviews of information packages 
submitted by the Service and agency proponents 
of items of chemical and biological defense 
equipment to determine whether they are safe, 
effective, and suitable for their intended use. 
Our findings are considered by the Panel as it 
decides whether to approve the submission, 
allowing Services or Agencies to employ the 
equipment, reject the submission, or request 
additional information.  

Review of FCS Key Performance 
Parameters

We have been reviewing performance metrics 
related to the Future Combat System’s key 
performance parameters, particularly metrics 
that might cut across the performance param-
eters. One such parameter, transportabity, led 
to a derived requirement for compatibility with 
C-130 transport for 250NM (500NM objective), 
which constrains the weight to 20 tons or less. 
Our review found that constraining the weight 
to 20 tons to ensure C-130 compatibility offers 
no advantage for unit mobility. However, sur-
vivability against kinetic energy rounds from 
widely proliferated 25-40 mm cannon falls 
dramatically as vehicle weight drops from 30 
to 20 tons.

Nuclear Proliferation Studies

IDA is assisting DoD in addressing concerns 
regarding nuclear proliferation. The Deputy 
Assistant to the Secretary of Defense for Chemi-
cal Demilitarization and Threat Reduction has 
asked IDA to look at the problem of monitoring 
nuclear proliferation. We are developing ap-
proaches and assessing technologies that might 
exploit indicators of nuclear proliferation that 
are independent of the possibility of a test.  We 
are also assisting the Deputy Assistant to the 
Secretary of Defense for Nuclear Matters in 
preparing and coordinating a capabilities-based 
assessment (CBA) of the physical security of 
nuclear weapons in DoD custody, both in the 
United States and abroad.  The CBA, the first 
step in the JCIDS process, analyzes capabilities, 
needs, and solutions.
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